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Abstract

Climate models are essential tools for studying and projecting climate change and climate variability.
A thorough assessment of a model’s ability to reproduce the observed present-day climate is therefore
a crucial prerequisite for building up confidence in the model’s ability to project the future climate.
This includes modes of natural climate variability such as the El Nifio-Southern Oscillation (ENSO)
and the Pacific Decadal Oscillation (PDO) that are spontaneously generated and that need not exhibit

the same chronological sequence in models as in nature.

The main focus of this thesis is an assessment of representation of ENSO and PDO as well as the
impact of these climate modes on cloud parameters and precipitation. For this, different simulations
from the Max Planck Institute Earth System Model (MPI-ESM) and the ECHAM/MESSy
Atmospheric Chemistry Model (EMAC) are evaluated. These include a coupled fully coupled ocean
atmosphere simulation from the MPI-ESM, a simulation with prescribed SSTs from both MPI-ESM
and EMAC, and an EMAC simulation which is nudged towards realistic meteorology. To evaluate the
model simulations, a variety of different observational data sets are used. To evaluate the climate
modes, the National Center for Atmospheric Research (NCAR) Climate Variability Diagnostics
Package (CVDP) has been implemented into the Earth System Model Evaluation Tool (ESMValTool)
as part of this thesis. The CVDP computes statistical key metrics of internal climate variability for
model simulations and observational data sets. The ESMValTool is a software tool developed by
multiple institutions that aims at improving routine Earth System Models (ESM) evaluation.
Additionally, new diagnostics have been integrated into the ESMValTool to evaluate the response of

clouds and precipitation to the selected modes of climate variability ENSO and PDO.

The results show that the spatial structure of the PDO simulated by the MPI-ESM coupled is quite
realistic and in terms of temporal variability, the MPI-ESM coupled produces a periodic response of
approximately the same frequency as observed — that is, periods of 3 — 7 years for ENSO, and ~20
years for the PDO. However, the MPI-ESM coupled model only weakly resembles the observed
asymmetry between the EI Nifio and La Nifia events, but simulates a quite realistic SST evolution to
ENSO. Teleconnections of the atmospheric circulation with ENSO including corresponding changes
in temperature, precipitation, and cloud properties are reasonably well captured by the MPI-ESM and
EMAC model simulations. Systematic differences in the performance of the coupled and the
atmosphere-only model runs with MPI-ESM and between the free-running and the nudged EMAC
model simulations in reproducing the observed relationships between PDO, ENSO, and local SST
changes and cloud parameters and precipitation are rather small. This points to the necessity to
improve model parameterizations of the relevant physical processes such as convection or boundary

layer processes.
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1 Introduction

1.1 Background and Motivation

Sea surface temperature (SST) anomalies, particularly in the equatorial and northern Pacific Ocean
associated with the natural climate variability modes EI Nifio-Southern Oscillation (ENSQ) (Trenberth
etal., 2002; Wang et al., 2012) and Pacific Decadal Oscillation (PDO) (Mantua et al., 1997; Alexander
et al., 2010) are closely connected with global climate on seasonal and longer time scales (IPCC,
2013). Driven primarily by coupled ocean-atmosphere processes within the Pacific basin, ENSO and
PDO affect temperature, cloud properties and precipitation through atmospheric teleconnections
worldwide including many socio-economically vulnerable areas (Trenberth et al., 1998; Alexander et
al., 2002). Such effects include large impacts on agriculture, water resources (droughts), flooding as
well as on air quality and wildfires.

Although the basic physical mechanisms of thermal and dynamical air-sea coupling leading to ENSO
events are well studied (Deser et al., 2012) other aspects remain less well understood. These include
processes responsible for the spatial and temporal asymmetries between EI Nifio and La Nifa, the
degree of regularity of the ENSO cycle and the triggering mechanisms of warm and cold events.

The mechanisms generating the PDO and its effects on weather and climate are very complex. Many
studies therefore apply statistical methods to study the PDO and its dynamics (e.g., Newman et al.,
2003; Vimont, 2005; Qiu et al., 2007; Newman, 2007). Unlike ENSO, the PDO is likely not a single

physical mode but rather the sum of several phenomena (Deser et al., 2010).

Climate models are essential tools for studying and projecting climate change and climate variability.
A thorough assessment of a model’s ability to reproduce the observed present day climate is therefore

a crucial prerequisite for building up confidence in the model’s ability to project the future climate.

Problems still persist in the ability of coupled atmosphere-ocean climate models to accurately
represent the tropical Pacific mean state, and ENSO’s natural variability. The precipitation response to
interannual climate variations like ENSO also continues to be a challenge for coupled climate models
(Dai et al., 2006) with the same applying to the modelling of the response of cloud properties to these
climate modes. A principal difficulty when assessing hydrological teleconnections is that errors in the
simulated ENSO dynamics (e.g., amplitude or spatial distribution of the main SST anomaly in the
equatorial Pacific) degrade the quality of the simulation at the source region before the teleconnection

mechanisms even begin (Joseph and Nigam 2006).

In order to evaluate the performance in reproducing natural modes of climate variability and resulting
teleconnections, the NCAR Climate Variability Diagnostics Package (CVDP) (Phillips et al., 2014)
has been implemented into the Earth System Model Evaluation Tool (ESMValTool, Eyring et al.,

2015) as part of this thesis. The CVDP computes key metrics of internal climate variability for a set of



user-specified model simulations and observational data sets. The ESMValTool is an open source
package that allows for the evaluation and routine benchmarking of Earth system models (ESMs) and
is available upon request at http://www.pa.op.dlr.de/ESMValTool/. In addition to the CVDP, new

diagnostics to evaluate global and regional teleconnections between the natural modes of climate
variability ENSO and PDO and the hydrological cycle are developed and implemented into the
ESMValTool. ESMValTool-CVDP is then used to assess the performance of simulations with the
ECHAM/MESSy Atmospheric Chemistry Model (EMAC) (Jockel et al., 2006; 2010; 2015) and
selected Coupled Model Intercomparison Project 5 (CMIP5) (Taylor et al., 2012) simulations with the
Max Planck Institute Earth System Model (MPI-ESM) (Giorgetta et al., 2013).

Specifically, the CMIP5 long-term (~150 years) coupled atmosphere-ocean historical simulation and
the Atmospheric Model Intercomparison Project (AMIP) (Gates et al. 1999) simulation with the MPI-
ESM as well as an AMIP and a nudged simulation with the EMAC are analysed. In the nudged
configuration of EMAC, atmospheric variables like temperature, vorticity, and divergence are
continuously forced towards reanalysis data. The hydrological cycle itself is not directly forced and

responds to the atmospheric state in the model simulations.

The focus of this study is to first assess the annual mean state of near-surface air temperature (TAS),
precipitation (PR), total cloud amount (TCA), and liquid water path (LWP) in the coupled atmosphere-
ocean experiment (“coupled”) and the AMIP simulations with the MPI-ESM and two model
simulations with the EMAC model in the configuration with prescribed SSTs. This is followed by an
evaluation of the representation of the tropical Pacific mean state focusing on SST, the PDO, and
ENSO’s seasonal evolution in the MPI-ESM coupled simulation. In order to study the atmospheric
part of potential teleconnections, simulations with prescribed SSTs are analysed, i.e., MPI-ESM AMIP
and the two EMAC model runs. The MPI-ESM coupled is also compared with the MPI-ESM AMIP
simulation, and the nudged EMAC run with the free-running EMAC simulation.

This study addresses particularly four questions regarding the effects of natural climate variabilities on

the hydrological cycle:

1. How well are the models representing the annual mean state for near-surface air temperature,

precipitation, total cloud amount, and liquid water path compared with observations?

2. Can the coupled ocean-atmosphere version of MPI-ESM reproduce the observed tropical

Pacific mean state in SST, the PDO, and the seasonal evolution of ENSO?

3. Are the models capable of correctly simulating the response of cloud parameters to the modes
of natural climate variability ENSO and PDO? What is the role of changes in the local SST for
the variability in the cloud properties compared to possible teleconnections with PDO and
ENSO?


http://www.pa.op.dlr.de/ESMValTool/

4. Are there systematic differences between the coupled ocean-atmosphere version and the
atmosphere-only configuration (AMIP) of MPI-ESM using prescribed SSTs? Does the nudged
simulation of EMAC perform better than the free-running version?

1.2 Structure of the Thesis

This thesis is structured in the following way. Chapter 2 provides the basic theoretical framework
summarizing the current understanding of the natural climate variabilities PDO and ENSO in the
Pacific Ocean. In addition, theoretical mechanisms, occurrence, and global impacts are discussed and
a short overview on the statistical techniques used in this thesis is given. In chapter 3, a brief
description of the ESMValTool and the CVDP and its implementation into the ESMValTool are
given. Additionally, the newly implemented diagnostics are presented. A description of the MPI-ESM
and EMAC models, the model setups, and the observations used for evaluation are given in chapter 4.
Chapter 5 presents and discusses the most important results. Chapter 6 summarizes the most important

findings and gives an outlook for possible further studies.



2 Scientific Background

2.1 Internal Modes of Climate Variability

The climate varies naturally because in a system of components with very different response times and
non-linear interactions, the involved climate components are never fully in equilibrium and are
constantly varying. Examples of such internal climate variations are the PDO in the northern Pacific
and ENSO resulting from the interaction between atmosphere and ocean in the tropical Pacific. The

focus of this thesis lies on the two internal modes PDO and ENSO that are introduced in the following.

2.1.1 EIl Nino and Southern Oscillation (ENSO)

The EI Nifio and the Southern Oscillation (ENSO) is a periodic fluctuation in sea surface temperature
(El Nifio) and the air pressure of the overlying atmosphere (Southern Oscillation) across the equatorial
Pacific Ocean. An overview of the three ENSO phases (El Nifio, neutral phase and La Nifia) is given

in figure 2.1.

In the neutral phase (neither EI Nifio nor La Nifia) trade winds blow westward over the ocean surface
of the tropical Pacific. The circulation brings near-surface warm moist air and warmer surface waters
towards the western Pacific and the central Pacific keeps relatively cool. The warm and humid air over
the western Pacific results in strong atmospheric convection and with high cumulonimbus clouds and
precipitation. The circulation pattern of air rising in the west and descending in the east with the
westward moving winds at the ground is referred to as the Walker Circulation. In the western tropical
Pacific, the thermocline is deeper than in the east. The thermocline is the depth at which the
temperature decreases rapidly with increase of depth. During a La Nifia event, the Walker Circulation
intensifies with stronger westward trade winds and enhanced convection over the western Pacific.
During an El Nifio event, the trade winds weaken and warmer than normal water streams into the
central and eastern tropical Pacific. Sea surface temperatures near the Maritime Continent are
therefore cooler than normal and the centre of the convection moves eastwards away from the
Maritime Continent and Australia towards the central tropical Pacific. This results in increased rainfall
over the central equatorial Pacific and South America, but less rainfall over Australia and the Maritime
Continent (Trenberth, 1997; Trenberth et al., 1998) (http://www.bom.gov.au/climate/enso/history/In-
2010-12/three-phases-of-ENSQ.shtml).
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Figure 2.1: Conditions during El Nifio, neutral phase, and La Nia
(Source: http://www.pmel.noaa.gov/tao/proj_over/diagrams/gif/nina_normal_nino.gif)

Changes in the amount of heat in the upper water layer typically induce and sustain ENSO events in
the equatorial Pacific. The deeper ocean plays an essential role in determining strength and longevity
of an ENSO event. The storage of large amounts of heat (EI Nifio) or miss of heat (La Nifia) are

causing an event do not dissipate rapidly.
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Figure 2.2: Nifio-3.4 region (5°S - 5°N, 120° -170°W) (Source: https://www.ncdc.noaa.gov/sotc/images/nino-
regions.jpg)

To characterize the intensity of an ENSO event, the Nifio-3.4 index is used in this thesis (figure 2.2).
The Nifio-3.4 index is the average sea surface temperature anomaly in the region by 5°S to 5°N, from
170°W to 120°W. An anomaly in tropical SST in the Pacific is called an El Nifio or La Nifia event if
the 5-month running mean of the Nifio-3.4 index exceeds +0.5 °C for El Nifio or -0.5 °C for La Nifia

for at least 6 consecutive months (Trenberth, 1997).

Another ENSO index is the so-called Southern Oscillation Index, or SOI, that displays the intensity of
El Nifio or La Nifia events in the Pacific Ocean. The SOI is computed using the sea level pressure
differences between Tahiti and Darwin. Negative values of the SOI below —8 hPa often indicate El

Nifio episodes and positive values of the SOI above +8 hPa are typical of a La Nifia episode (Deser
and Wallace, 1999; Harrison and Larkin, 1996).


http://www.bom.gov.au/climate/glossary/elnino.shtml
http://www.bom.gov.au/climate/glossary/elnino.shtml
http://www.bom.gov.au/climate/glossary/lanina.shtml

Usually EI Nifio and La Nifia events last about 12-18 months and occur approximately every 3-7 years
(Deser et al., 2010).

2.1.1.1 Current Understanding of the ENSO Mechanism

ENSO has been explained either as a self-sustained and natural oscillatory mode of the coupled ocean-
atmosphere system or as a stable mode triggered by stochastic forcing (Wang et al., 2012). In both
cases, ENSO involves the positive ocean-atmosphere feedback pointed out by Bjerknes (1969): an
initial positive SST anomaly in the equatorial eastern Pacific reduces the zonal SST gradient and
weakens the Walker circulation and hence the trade winds around the equator. The weakened trade
winds further drive the ocean circulation changes that reinforce the SST anomaly leading to persistent
warm conditions. After an EI Nifio event reaches its peak phase, negative feedbacks are necessary to
terminate the maintaining of the El Nifio conditions in the central and eastern Pacific. Four
conceptional ENSO oscillator models have been established leading to a negative feedback ending an
El Nifio: the delayed oscillator (Suarez and Schopf, 1988; Battisti and Hirst, 1989), the recharge
oscillator (Jin, 1997), the western Pacific oscillator (Weisberg and Wang, 1997; Wang et al., 1999),
and the advective-reflective oscillator (Picaut et al., 1997). These negative feedbacks can act together
and can terminate El Nifio conditions as suggested by the unified oscillator (Wang, 2001).

El Nifio can also be explained as a stable (or damped) mode triggered by or interacting with stochastic
forcing (Philander and Fedorov, 2003). This hypothesis suggests that external disturbances to the
coupled atmosphere-ocean system are the origin of random forcing that drives ENSO. A strength of
this hypothesis is that it can explain the irregular behaviour of the ENSO variability in terms of noise.
This “noise” also explains why every El Nifio event is different and why EIl Nifio is so difficult to
predict (Philander and Fedorov, 2003). External atmospheric forcing can produce noise like westerly
wind bursts, Madden-Julian Oscillation events (Gebbie et al., 2007) and the tropical instability waves
in the eastern Pacific Ocean (An, 2008). A more detailed description of the individual feedbacks can

be found in Wang et al. (2012) or in the above mentioned papers.

2.1.1.2 Climate Impacts related to ENSO

Most of the climate impacts of ENSO are most pronounced in the equatorial Pacific and surrounding
regions (Ropelewski and Halpert, 1989). Examples for the climate impact of El Nifio include heavy
precipitation and flooding in northwestern South America, especially Peru, Ecuador, and Columbia
during December to February (see Figure 2.3), and the loss of fish and clam populations (Barriga and
Quiray, 2002), which are important to the economy and food supply of the region. Although the

rainfall rates increase or decrease as response to the increasing intensity of EI Nifio and La Nifia,



events of similar intensity (as defined by the Nifio-3.4 SST anomalies) do not produce effects of the
same magnitude. At the same time, droughts in Australia and the Maritime Continent (Ropolewski and
Halpert, 1996) can lead to wildfires and widespread smoke in that region. The impacts of El Nifio and
La Nifia are typically strongest and most widespread during boreal winter (Trenberth et al., 1998).
During austral winter, El Nifio impacts are weaker and mostly restricted to the southern hemisphere.
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Figure 2.3: Global impacts of ENSO on weather and climate: the schematic shows the effects of El Nifio in
boreal winter. (Source: http://www.srh.noaa.gov/jetstream/tropics/enso_impacts.htm)

The ENSO conditions in the equatorial Pacific also have an impact on the global circulation patterns
with associated climate impacts in remote regions. Atmospheric interactions between remote regions
are defined as teleconnections (Alexander et al. 2002). Tropical influences on the atmospheric

circulation are particularly evident in exit regions of the mid-latitude jet (Trenberth et al., 1998).



ENSO is known to influence temperature and precipitation distributions (Ropelewski and Halpert,
1986; Trenberth et al. 2002), frequency of generation of tropical cyclones in the Gulf of Mexico
(Kunkel and Angel, 1999), cloud cover (Eastman et al. 2011), and a wide range of meteorological
hazards including tornadoes (Schaefer and Tatom, 1998), hurricanes (Pielke and Landsea, 1999),
lightning (LaJoie and Laing, 2008), snow pack (Cayan, 1996), and wildfires (Laing and Paxton, 2002).
The impacts of ENSO vary spatially and temporally but it should be noted that of course not all

weather/climate anomalies are related to ENSO.

2.1.2 Pacific Decadal Oscillation (PDO)

The Pacific Decadal Oscillation (PDO) has been described by some as a long-lived El Nifio-like
pattern of Pacific climate variability (Mantua et al., 1997; Alexander et al., 2010), and a formation of
two sometimes independent modes having distinct spatial and temporal characteristics of North Pacific
sea surface temperature (SST) variability (Mantua and Hare, 2002) (see Fig. 2.4). A number of studies
found only two full PDO cycles within the last century. The “cool” phase is characterized by a cool
sector of lower than normal sea surface height and sea surface temperatures in the northeastern and
tropical Pacific and a warm horseshoe pattern of higher than normal sea surface heights and sea

surface temperatures connecting the north, west and southern Pacific.
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Figure 2.4: Typical pattern of the PDO during a warm phase: monthly mean SST anomalies (relative to the
climatology 1968-1996) averaged over the period 03/14/1983 and 04/21/1983 (source: http://climate.ncsu.edu
[climate/patterns/PDO.html).

A “cool” PDO phase was observed from 1890 — 1924 and again from 1947 — 1976, while a “warm”
phase appeared from 1925 — 1946 and from 1977 through the mid-1990s (Mantua et al., 1997). The


http://climate.ncsu.edu/

warm and cold phase can persist for decades. Due to the relatively short time period of instrumental
records, it is difficult to assess whether there is a robust frequency peak in the PDO time series. Some
studies suggest nominal time scales of ~20 years to nearly ~50 years (Minobe, 1999; Deser et al.,
2004). The PDO index after Mantua et al. (1997) is the leading un-rotated empirical orthogonal
function (EOF) of monthly North Pacific (20° - 70°N) SST anomalies. The index indicates the
prevailing phase and is positive for warm phase conditions, i.e. warm SSTs in the northeastern Pacific.

The climatic and environmental impacts of positive and negative PDO phases are of great importance
to fisheries and water resources (MacDonald et al., 2005; Mantua and Hare, 2002). The timing of
changes of the PDO phase closely corresponds to that of salmon catch along the west coast of North
America (Mantua et al., 1997). The atmosphere also co-varies with the PDO index and the change in
location of the cold and warm water masses shifts the path of the jet stream in the northern
hemisphere. For that reason, shifts in the PDO phase can have significant implications for global
climate, affecting Pacific and Atlantic hurricane activity, droughts and flooding around the Pacific
basin, the productivity of marine ecosystems, and global land temperature patterns. In the western
North America, positive phases of the PDO are associated with climatic conditions similar to EI Nifio
— although weaker in amplitude. These conditions include decreased winter precipitation, snowpack
and streamflow in the northwest and higher precipitation and lower winter temperatures in the
southwest. Conditions reverse during negative PDO phases (Mantua and Hare, 2002). The Aleutian
low pressure system also fluctuates with the PDO SST variations (Deser et al., 2004). A warm PDO
phase features an anomalously deep Aleutian low pressure system. Many studies have tried to
determine the physical mechanisms causing the PDO (see review by Alexander, 2010). A recent study
by Liu (2012) indicates that the PDO results from changes in wind-driven upper-ocean circulation
which is partly forced by atmospheric stochastic forcing and its time scale determined by oceanic
Rosshy wave propagation in the extratropics. Changes in the Aleutian Low possibly play a key role
because the Aleutian Low is a dominant attribute of the atmospheric circulation in the Northern
Hemisphere during winter and the variability in its strength and position has a large effect on the
atmosphere and ocean in the North Pacific (Latif and Barnett, 1996; Minobe, 1999).

2.2 Statistical Methods

As the modes investigated here (ENSO, PDO) are spontaneously generated by the models, they do not
necessarily exhibit the same chronological sequence in the models as in nature. However, their
statistical properties (i.e., time scale, empirical orthogonal functions, spectral characteristics, and
spatial patterns) should be captured by coupled climate models. Statistical techniques applied in this
study are presented, which are necessary to analyse and evaluate simulated natural modes against
observations. Additionally, root-mean squared difference (RMSD) and overall mean bias are used, in

order to verify the models’ skill in realistically representing relevant basic climate variables.



2.2.1 Empirical Orthogonal Functions (EOFs)

The Empirical Orthogonal Functions (EOFs) or Principal Component Analysis (PCA) is a multivariate
statistical well-known technique for analysing the variability of a single variable, i.e. a field of only
one scalar variable (SST, etc.). The aim of the EOF analysis is to find the linear combination of
orthogonal basis functions (“modes™) explaining the variance of a variable. This is accomplished by
computing the eigenvectors of the covariance matrix of a data set, which are then sorted in decreasing
order. The derived eigenvalues provide a measure of the percent of variance explained by each mode.
The first eigenvectors are usually capturing the dynamical behaviour of a system while the other
eigenvectors (corresponding to the smallest eigenvalues) are often considered as random noise (Zwiers
and Storch, 1999). The EOF analysis gives the spatial patterns of variability, their time variation, and a

measure of the “importance” of each pattern.

Gridded climate data is often non-uniformly distributed (e.g., regular longitude-latitude grid), the
distribution of data is then denser in high latitudes. This kind of non-uniform distribution can influence
the structure of the computed EOFs. In order to avoid this geometrical artefact, the original input data
used in this thesis are weighted by the cosine of their latitude after removing the annual cycle. The
covariance matrix containing the covariance between the individual grid points is calculated from the

weighted data.

Each of the eigenvectors from the EOF analysis can be displayed as a map. These eigenvectors - or
EOFs - represent a standing oscillation and do not evolve in time. The EOF patterns only change
amplitude (including sign) identifying grid points that vary similarly or oppositely from one another.
The time evolution of the amplitude of an EOF shows how this pattern oscillates with time. The
weighted anomaly fields are projected onto the spatial EOF pattern to obtain the time series, or
principal components (PC). The PCs describe the amplitude of the corresponding EOF at each time. A

more detailed explanation can be found in the statistics book by von Storch and Zwiers (1999).

Cautionary Annotation on EOF Interpretation

Although an EOF analysis gives patterns (sequentially) that can explain most of the observed variance
(variability), their interpretation is not always straight forward. Physical interpretability can be
controversial, see e.g., Dommenget and Latif (2002), because physical systems are not inevitably
orthogonal (Simmons et al. 1983). Additionally, EOFs tend to be domain dependent (Richman 1986)
leading to difficulties in their physical interpretability. The constraints enjoined on EOFs are
absolutely geometric and thus can be non-physical. Thus, care has to be taken when analysing and

interpreting results from any EOF analysis.
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2.2.2 Spectral Analysis

A commonly used approach to identify dominant periods (or frequencies) in a time series is the
spectral analysis. In this study, spectral analysis is applied to PC time series of the EOF modes of
interest and to the detrended Nino-3.4 SST time series using the (smoothed) periodogram method
(Bloomfield 2000). The periodogram provides a measure of the relative importance of frequency
values that can explain an oscillation pattern in a data set. The first step is the subtraction of the
sample mean from the time series. The data tapering is a smoothing technique to correct bias
established from the finiteness of the data. Finally, a raw periodogram is computed via Fast Fourier
Transformation (FFT). A way to improve the estimates by decreasing variance is to use a weighted
moving average smoothing technique (Daniell filter, Bloomfield, 2000). To determine the statistical
significance of the obtained peaks in the power spectrum, Gilman et al. (1963) have provided a
formula for calculating a red noise spectrum that can be used as a reference (null hypothesis) when
testing for significance. Using the lag correlation function for a theoretical first-order linear Markov
process the lower and upper confidence curves are calculated. Similarly to the EOF analysis, a more
detailed description of this spectral analysis method can be found in Zwiers and von Storch (1999).

2.2.3 Root-Mean-Square Difference (RMSD) and Overall Mean Bias (OMB)

RMSD and OMB are often used as statistical metrics to assess model performance in climate research
studies by comparing a model field (M) with a corresponding reference data set (O) (equation 1). Such

metrics have already been implemented in the ESMValTool and used in a study by Righi et al. (2014).

Time averaging and regridding to a common reference grid are necessary pre-processing steps. RMSD

then accounts for errors in the spatial pattern and it is calculated as follows:

1
RMSD = \/WZ wij(Mij — 04)? 1)
ij

The indicesi and j correspond to the longitude and latitude dimensions, and W is the sum of the
weights (w;;), which for the spatial dimensions are proportional to the grid-cell areas. The weights are

therefore approximately proportional to the cosine of latitude (Gleckler et al., 2008).

The OMB is defined as the mean of the weighted differences between the model (M) and the reference
field (O) (equation 2).

1
OMB = WZ wij(M;; = 0y5) (2)
i
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3 Tools for Model Evaluation and Implementation

In this section, a brief description of the Earth System Model Evaluation Tool (ESMValTool) (Section
3.1) and the NCAR Climate Variability Dynamics Package (CVDP) (Section 3.2.1) and its
implementation into the ESMValTool are given (Section 3.2.2). Additionally, the newly implemented
routines for cloud properties and precipitation are presented. The CVDP has been implemented in the
ESMValTool in order to be able to use the ESMValTool capabilities to run on EMAC and CMIP
output and to use already existing functions of the tool.

3.1 The Earth System Model Evaluation Tool (ESMValTool)

The Earth System Model Evaluation Tool (ESMValTool) is a flexible and extensible software package
that facilitates the complex evaluation of ESMs. It already includes many diagnostic and performance
metrics (Eyring et al., 2015; http: //www.pa.op.dlr.de/ESMValTool/). The tool can be used to evaluate

single models (or different versions of a model), as well as multiple models from the Chemistry-
Climate Model Initiative (CCMI, (Eyring et al., 2013)), the Coupled Model Intercomparison Project
(CMIP), and other Model Intercomparison Projects that use CMOR-compliant (Climate Model Output
Rewriter) output. A reformatting routine is already implemented in the ESMValTool that converts the
native EMAC output to the CMOR standard required by the ESMValTool. The ESMValTool is
designed in such a way that the code allows for further extensions to be made by different developers
for different applications and types of ESMs. Embedded in a subversion-controlled repository, the
implementation of extensions and additional analysis is straightforward. Its core routines are currently
based on Python, however diagnostics and plot routines can be implemented in the open source
languages NCL (National Center for Atmospheric Research (NCAR) Command Language), R, and
Python.

3.2 NCAR Climate Variability Diagnostics Package (CVDP)

3.2.1 Brief Description of CVDP

The Climate Variability Diagnostics Package (CVDP) developed by the National Center for
Atmospheric Research (NCAR) Climate Analysis Section (Phillips et al., 2014) version 3.7.0 has been
implemented into the ESMValTool in order to be able to run CVDP alongside the Earth System Grid
Federation (ESGF) on output from the Coupled Model Intercomparison Project (CMIP). The
implementation of the CVDP into the ESMValTool accomplished in the context of this thesis also
allows for using the ESMValTool’s reformatting routines, i.e., output from the atmospheric chemistry

model EMAC can be analyzed easily together with results from CMIP models.
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CVDP can be used to evaluate the major internal modes of climate variability including coupled
ocean-atmosphere phenomena such as El Nifio and the Southern Oscillation, Pacific Decadal
Oscillation, Atlantic Multi-decadal Oscillation (AMO), as well as prominent modes of regional and
hemispheric atmospheric circulation variability namely Northern and Southern Annular Modes, North
Atlantic Oscillation (NAO), Pacific North and South American teleconnection patterns, as well as
global trend maps and index time series. Furthermore, time series and running decadal trends of global
mean temperature and precipitation are also calculated to assess rates of global warming and changes
in the hydrological cycle strength over time. Finally, interannual standard deviation maps give a more
general view of the spatial characteristics and amplitudes of variability. CVDP is developed as a

standalone tool outside the ESMValTool (see https://www2.cesm.ucar.edu/working-groups/cvewg

[cvdp for details on the CVDP). In order to be able to update CVDP in the ESMValTool once a new
release is available the structure of the CVDP was kept as is and a wrapper has been written to be able
to run CVDP directly within the ESMValTool. The CVDP produces plots that can be in postscript (ps)
or portable network graphics (png) format. The CVDP output can also be compiled into a website
including a table summarizing the model performance for 11 key metrics of internal climate variability
on the basis of pattern correlations and calculation of root-mean square errors with the respect to the

chosen observational reference data.

3.2.2 Implementation of CVDP into the ESMValTool

The ESMValTool is configured and run via providing a set of text files, so called “namelists”, that
specify the input data to be used (models and observations), the diagnostics and metrics to be
calculated and the output to be generated. In order to implement CVDP into the ESMValTool, a new
namelist (namelist_ CVDP) has been written that runs the CVDP within the ESMValTool environment.
The CVDP has been implemented in a way that allows easy upgrading to newer versions of CVDP

once available. Figure 3.1 shows a schematic overview of the ESMValTool - CVDP coupling.
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Figure 3.1: Schematic of the coupling of the CVVDP to the ESMValTool. New routines for cloud properties and
precipitation are part of the CVVDP diagnostics scripts and are executed within the CVDP.

The ESMValTool-CVDP combination is launched by calling the ESMValTool’s main Python routine
(workflow manager) with the namelist_ CVDP, which contains global settings and defines the models,
observational data sets and diagnostics to be analyzed. First, the input netCDF data are reformatted to
be compliant with the CMOR standard and, if required derived variables are calculated. Then, a
climatology for the data sets specified in the namelist (models and observations) is calculated. The
workflow manager passes these climatologies to the newly implemented ESMValTool diagnostic
scripts (cvdp_obs, cvdp_atmos, cvdp_ocean) (red box in Fig. 3.1) that effectively rename the
reformatted input data to be used as input with CVDP. It is necessary to have the file names of the
model and the observational data in the correct format before launching the CVDP (cvdp_driver). The
ESMValTool diagnostic cvdp_atmos writes the information about which set of model data is passed to
the CVDP into the CVDP namelist textfile. The information includes names of the models, the start
and end year, as well as the pathnames of the model data. To compare the models with observations a
separate CVDP namelist_obs is necessary. This textfile is generated by the ESMValTool diagnostic
cvdp_obs and contains the same information as the textfile for cvdp_atmos, but for observations. User-
adjustable options are located in cvdp_driver (includes CVDP configuration file) and cfg_cvdp
(ESMValTool configuration file). For example, the user can decide if the selected calculated data is
written in a netCDF file or if monthly atmospheric modes of variability are computed. Finally, the

CVDP is launched within the ESMValTool by cvdp_atmos and generates the output files.
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3.3 Additional Routines for Cloud Properties and Precipitation

Additional diagnostics have been developed and implemented into the ESMValTool-CVDP in order to
investigate the response of the atmospheric hydrological cycle to the modes of climate variability
(particularly sea surface temperature) and to assess the performance of EMAC and selected CMIP5
models in reproducing the observed response. The new diagnostic files are part of the original CVDP

diagnostic scripts, and are executed within the cvdp_driver (Fig. 3.1).

Two different diagnostics are implemented into the ESMValTool-CVDP and used in this master
thesis:

In the first diagnostic, Nino-3.4 composite plots for precipitation, total cloud amount, and liquid water
path are generated. This includes the following steps:

The first step is the removal of the annual cycle from the monthly mean raw input data to obtain the
temporal anomalies at each grid point. In order to avoid potential problems with the analysis caused by
the effects of global warming, the linear trend (if present) is estimated via the least square method and
is subsequently removed from the time series of monthly anomalies. A 3-month seasonal running

mean of the variables precipitation, total cloud amount, and liquid water path is then calculated.

The standardized Nino-3.4 index averaged over the months November, December, and January is used
as an indicator, when an ENSO event reaches its peak. El Nifio years are selected and saved, if the
Nino-3.4 SST index exceeds the value +1. This is similarly done for La Nifia events (Nino-3.4 index
less than -1).

The El Nifio and La Nifia events are separately averaged over a 24-month period to capture the full
temporal and spatial evolution of the ENSO events, beginning with the onset and followed by the peak
and the decay. In order to analyze the differences between El Nifio and La Nifia, the differences
between the two are calculated. These differences are visualized as a seasonal latitude-longitude
contour plot showing anomalies in the hydrological atmospheric components during ENSO. This
diagnostic is applied in section 5.2.3.2 Composite El Nifio and La Nifia Events (see for example Figure

5.14) and 5.2.3.3 Global Teleconnections (see for example Figure 5.15).

The second diagnostic combines time series of local SST anomalies, the PDO index, and the Nino-3.4
index with time series of anomalies in precipitation, total cloud amount, and liquid water path in

certain regions to investigate possible correlations. The following steps were applied:

The annual cycle is removed from the monthly mean raw input data to obtain the temporal anomalies
at each grid point. To avoid global warming effects in the data, the linear trend is estimated via the

least square method and removed.

The monthly PDO time series is defined as the leading principal component (PC) of the North Pacific
(20°-70°N, 110°E-100°W) area-weighted SST anomalies. The Nino-3.4 index (5°S-5°N, 120°-170°W)
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time series, the local sea surface temperature, precipitation, total cloud amount, and liquid water path
are area-weighted with the cosine of the latitude. To reduce high frequency noise in the individual
time series, a 12-month running mean is applied. Additionally, the linear cross-correlations (lag zero)
are calculated between two investigated time series. This diagnostic is applied in section 5.3 Regional
Impacts of ENSO or PDO on precipitation and cloud properties (see for example Figure 5.20).

Important Notes if a new CVDP Version is released

Since the new implemented diagnostics are need to be kept in the CVDP, even if a new version of
CVDP replaces the older one in the ESMValTool-CVDP combination, the following steps have to be

taken in account.

1. The variables stay the same and there are only modifications within the existing CVDP

diagnostic files of the older CVDP version. In this case, the user only replaces the modified

diagnostic files.

2. The variables stay the same and there are totally new CVDP diagnostics in the new CVDP

version. In this case, the new diagnostic files need to be copied in the CVDP diagnostics
folder and file names are added in the cvdp_driver.ncl that they are executed in the
ESMValTool-CVDP combination.

3. A new variable is added within the new version and there are modifications within the existing

CVDP diagnostics files and/or totally new CVDP diagnostics. In this case, the diagnostic files
need to be copied and are replaced in the CVDP diagnostics folder. The CVDP executing file
driver.ncl is copied in the ESMValTool folder diag_scripts and must be renamed in
cvdp_driver.ncl, that the file will be detected by the ESMValTool diagnostic cvdp_atmos.
Additionally, the user adds the variables (LWP, CLT (TCA)) and files names of the routines
for cloud properties and precipitation implemented in this thesis in the new cvdp_driver.ncl.
Furthermore, the user complements these variables (LWP, CLT (TCA)) in the new CVDP
diagnostics files namelist.ncl and functions.ncl. The lines of code can be taken from the older
namelist.ncl and functions.ncl. The order of the rows of the variables must be adopted in the
cfg_cvdp (ESMValTool).
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4 Models, Model Simulations and Observations for Evaluation

4.1 Models

4.1.1 Max Planck Institute Earth System Model (MPI-ESM)

The MPI-ESM is a further development and improvement of the ECHAMS/MPIOM coupled model
(Jungclaus et al., 2006) from the Max Planck Institute for Meteorology (MPI-M) in Hamburg,
Germany. The model couples processes in the atmosphere, the ocean and the land surface through
exchange of energy, momentum, water and other trace gases like carbon dioxide. It consists of four
model components namely the coupled general circulation models for the atmosphere and ocean, i.e.,
the European Centre-Hamburg atmosphere model (ECHAMSG) (Stevens et al., 2013) and the Max
Planck Institute ocean model (MPIOM) (Jungclaus et., al 2013), and the submodels for land and
vegetation, the Jena Scheme for Biosphere Atmosphere coupling in Hamburg (JSBACH) (Reick et al.,
2013; Schneck et al., 2013) and the marine biogeochemistry component Hamburg ocean Carbon Cycle
Model (HAMOCCS) (llyina et al., 2012). The coupling between atmosphere and land processes, and
between ocean and biogeochemistry is handled by the Ocean Atmospheric Sea Ice Soil (OASIS3)

coupler.

The low resolution (LR) configuration uses for the atmosphere a T63 (~1.9° x 1.9°) horizontal
resolution and 47 hybrid sigma-pressure levels, and for the ocean a bipolar grid with 1.5° resolution
(near the equator) and 40 z-levels. The poles of the ocean model are moved over Greenland and the
coast of the Weddell Sea by a conformal map of the geographical grid. MPI-ESM-LR has the same
spatial resolutions in the atmosphere and ocean as ECHAMS5/MPIOM used within CMIP3, except for
the vertical grid in the atmosphere. The L47 vertical grid extends from the surface to 0.01 hPa, while
the L31 grid of the old version of the model (ECHAMS) extended up to 10 hPa. Between the surface
and 100 hPa, however, both vertical grids are identical. This vertical extension of the atmospheric grid
includes for the first time the stratosphere in CMIP simulations at MPI-M, in order to capture the high
variability of the high latitude circulation in the middle atmosphere, which dynamically influences the
tropospheric circulation below (Karpechko and Manzini, 2012). The time steps in the atmosphere and

in the ocean are 600 and 4320 s, respectively.

4.1.2 ECHAM/MESSy Atmospheric Chemistry Model (EMAC)

The ECHAM/MESSy Atmospheric Chemistry (EMAC) model is a lower to middle atmosphere (MA)
atmospheric chemistry general circulation model. As a chemistry-climate model it couples chemical
and dynamical processes in the atmosphere and is typically used for multi-decadal chemistry and

climate simulations. The model uses a modular structure that combines several different submodels
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describing the different processes in the atmosphere as well as the interactions between the
atmosphere, the ocean and land masses. Additionally, anthropogenic emissions of trace gases and
particles are taken into account in the model (Jockel et al., 2015). Currently, the 5™ generation of the
general circulation model ECHAM (Roeckner et al., 2006) serves as base model and represents the
dynamical core of the atmospheric model. The different submodels are linked together via the
Modular Earth Submodel System (MESSy, Jockel et al., 2010) offering the possibility to couple multi-

institutional codes with gr