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ABSTRACT: A preliminary sensitivity analysis on contrail evolution out to 1000 seconds has been performed using 3-D high-resolution large-eddy simulations to solve the wake and plume development, coupled with a binned ice microphysics model. The aircraft wake dynamics in the first few minutes can have profound effects on the properties of the resulting persistent contrails. This occurs both through its governing of the initial plume dispersion and through the loss of a significant fraction of the ice crystals due to adiabatic heating in the falling wake plume, even at large ambient supersaturation levels. Effects of both atmospheric and aircraft parameters are investigated including relative humidity with respect to ice, ambient stratification, wind shear, and the effective ice crystal emission index. It is shown that the use of binned microphysics can have a significant impact on the prediction for the contrail evolution. The use of the binned microphysics also allowed the simulations to capture a late-time crystal loss due to buoyant oscillations of the plume.

1 INTRODUCTION

Aircraft contrails have gained renewed interest in recent years due to the possible climate impact. It has become increasingly clear that for some conditions aircraft contrails can persist and grow into significant cloud cover that might otherwise be confused with natural cirrus (Minnis, 1998). It is not uncommon for portions of the upper troposphere to be highly supersaturated with respect to ice and yet be cirrus free until the passage of an aircraft seeds its formation. The projected large increases in air traffic in the coming decades and potential impact of increased cloud cover on global climate change has led to a growing realization of the importance of understanding the formation, properties, and effects of persistent contrails (Penner et al., 1999).

Contrail formation and evolution is not simply a matter of fuel consumption and atmospheric conditions. It is a complex process involving many properties of the ambient atmosphere, the aircraft, and dynamics ranging on length scales from nanometers for the ice microphysics to kilometers for late time atmospheric dispersion. The specific goal of the current research is to investigate the impact of various atmospheric and aircraft parameters on key metrics of contrail evolution from ages of a few seconds out to 1000 s. Large-eddy simulations (LES) with a binned microphysics are employed, extending an earlier LES study with bulk microphysics (Lewellen and Lewellen, 2001).

2 MODEL AND SIMULATION OVERVIEW

Accurately capturing the wake fluid dynamics and its effects on passive species dispersion are important components in correctly modeling contrail evolution. If there were no ice crystal loss, then the local ice crystal number density evolution would be determined (for given distribution at some early time) solely by fluid dynamic advection, until sedimentation became important. For most of this evolution the local ice mass never strays far from equilibrium conditions so it is governed by fluid dynamic mixing as well. Generally there will be some ice crystal loss due to adiabatic heating when parcels descend significantly (Lewellen and Lewellen, 2001; Sussmann and Gierens, 1999) - again a direct consequence of the fluid motions.
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To reasonably model the dispersion of the engine exhausts and the basic features of the wake vortex evolution (i.e., how long the vortices persist, how far they drop, and how rapidly the wake volume increases) 3-D high resolution large eddy simulations are used. The model and run procedures are ones employed extensively in previous wake and contrail studies (Lewellen and Lewellen, 2001, 1996). The LES is a finite difference implementation of the incompressible Navier-Stokes equations with the Boussinesq approximation on stretched and staggered grids and second-order accurate in time and space. A piecewise parabolic model (PPM) algorithm is used for the advection of scalars. For the simulations presented in this paper the grids used were on the order of 2.5 million grid points with the finest resolution of 0.4 m and domain sizes up to 1.6 km. Grid independence studies with both finer and coarser resolution showed similar results.

The contrail code has both a bulk and binned option for handling the ice microphysics required for contrail development. The bulk ice microphysics parameterization is a relatively simple model (Lewellen and Lewellen, 2001) and therefore less costly (computationally) than the binned microphysics. In the binned version, the ice microphysics were improved by incorporating components of the NASA Ames Community Aerosol and Radiation Model for Atmospheres, or CARMA (e.g. Jensen et al., 1998). Diffusional growth/sublimation, sedimentation, buoyancy due to latent heat release, and perturbation pressure effects are included in both models.

The contrail simulation is initialized from a 2-D Boeing wake roll-up calculation generated with a Spalart-Allmaras (Spalart and Allmaras, 1992) turbulence model and taken at one second downstream of the B-767 aircraft. The fluid velocities and a passive exhaust tracer are then interpolated onto the contrail grid. The passive tracer is used to distribute the perturbation temperature, as well as the ice crystal and engine water distributions, based on the fuel flow rate, the assumed propulsion efficiency (30%), and appropriate emission indices. Separate LES simulations are used to generate ambient turbulence fields that are added to the contrail field.

Parameter variations are explored starting from the following base case: a wake from a B-767, flying at Mach = 0.8, initialized at one second; assuming fuel flow rate and effective ice crystal number emission index of $F = 5.6$ kg/km and $EI_i = 10^{15}$ (number/kg of fuel); for ambient conditions at flight altitude of no mean wind shear, stable stratification given by a potential temperature gradient of 2.5 K/km, pressure $P = 250$ hPa and temperature $T = 220$ K, and relative humidity with respect to ice $RH_i = 110\%$; simulated with the binned microphysics with a mass ratio between successive ice bins of 3.0, a smallest crystal radius of 50nm, and initial crystal radius of 0.2 μm.

3 RESULTS

In the following we consider in turn how different variables affect contrail metrics such as total ice crystal number and total ice mass per length of flight path. When comparing results from parameter variations, it should be noted that different turbulent realizations produce variations on the order of ~10% (e.g. in ice crystal number density, $N(t)$), which should be used in judging the significance of the differences.

3.1 Bulk vs. Binned Microphysics and $RH_i$

Figure 1 shows the total ice crystal number ($N(t)$ per meter of flight path) at two different ambient supersaturation levels with either the bulk or binned microphysics and illustrates why the added computational cost of the latter is required for many purposes. These results show a dramatic difference in the fraction of crystals lost during the descent of the vortices for the bulk and binned models. Since these crystals are never recovered, this leads to significant differences in contrail properties (e.g., optical depth or mean crystal size) that will persist in time. For the total ice mass and its vertical distribution, the results show only modest differences between the bulk and binned microphysics; these measures are largely governed by the evolution of the plume volume. There is a good physical reason for the greater crystal loss with the (physically more accurate) binned microphysics. As the vortex system falls there is a competition between the temperature rise due to adiabatic compression evaporating the ice crystals, and the mixing with the moist ambient air favoring growth. In the binned microphysics the smaller crystals within a parcel will sublime away before the mean size crystal for that parcel would; indeed the mixing rates into that parcel for that period might be sufficient that the mean size crystal survives.
The effects of $RHi$ were previously shown in Lewellen and Lewellen (2001) for the bulk model. With the binned microphysics, there is crystal loss due to adiabatic heating even for the higher $RHi$ value of 130%; the bulk model shows no crystal loss at this relative humidity level. As expected, the higher $RHi$ value produces less overall crystal loss and more total ice mass than the 110% case, but note that the crystal loss for the 130% binned case is greater than the 110% bulk case. Figure 2 shows the cross-stream integrated drift plots of ice crystal number density for $RHi$ of 110% and 130%. The drift plot format was described by Lewellen, et al. (1998) and is inspired by scanning lidar measurements of wakes. The wake is sampled as if it were being advected at a steady rate by a mean wind aligned with the contrail. The horizontal axis in each case then varies over time as well as downstream distance, providing both temporal evolution and spatial structure. The 110% case loses a large portion of the bottom of the plume as compared to the 130% case where a larger portion survives the descent of the vortices.

![Figure 1. Changes in total ice crystal number as a function of time for B-767 at baseline conditions. Thin lines indicate bulk microphysics, thick lines binned microphysics. $RHi = 110\%$ (solid lines) and $RHi = 130\%$ (short dash).](image1)

![Figure 2. Drift plot of downstream space/time versus height of cross-stream integrated ice crystal number for B-767 contrail (binned microphysics) with $RHi = 110\%$ (top) and $130\%$ (bottom).](image2)
Figure 1 also has another point of interest with respect to the binned results. For both \( RH_i \) cases there is some late-time crystal loss which occurs well after the vortex system has died out. There is a buoyant “sloshing” of the wake plume that dominates the dispersion from the time of vortex demise (~200 s in the present case) out to ~2 Brunt-Väisälä periods. The bottom of the plume, which by 200 s has acquired significant positive buoyancy, buoyantly rises, overshoots its equilibrium level and then falls again. This second downward cycle (from ~500-800 s) is apparently the origin of the secondary crystal loss seen, again due to adiabatic heating of the descending parts of the plume. The Brunt-Väisälä oscillations can clearly be seen in Figure 3, showing results out to 1000 s. This second round of crystal loss requires a competition between different size crystals and therefore was not found in the earlier bulk microphysics study.

![Figure 3](image)

Figure 3. As in figure 2, but for B-767 at \( RH_i = 110\% \) showing cross-stream integrated ice mass (top) and ice crystal number (bottom) out to 1000 s.

### 3.2 Ice Binning and Initialization Choices

Extensive studies were performed to ensure both proper initialization of the ice and proper selection of the binning parameters. Simulations showed that the contrail development was insensitive to the initial bin placement (within reasonable limits). The sensitivity to the uncertainty in the spatial distribution was tested and the results showed only modest changes to the contrail properties given sizable changes in distributions. Tests indicate that in cases similar to the present results, a bin mass ratio of 3.0 is likely the upper limit for adequate bin resolution. Simulations were also performed with a mass ratio of 2.5 which showed good agreement. The selection of the number of bins was based on the requirement that ice crystals do not pile up in the largest bin when atmospheric conditions dictate that continued growth is possible. The required number of ice bins ranged from 20 to 22, for \( RH_i \) of 110% and 130%, respectively, given a mass ratio of 3.0 and minimum radius of 50 nm; this corresponds to maximum crystal radii of 53 and 109 \( \mu m \). At \( t = 1000 \) s, the use of these settings showed the largest two bins would either have no ice crystals or only be populated at a negligible level.

### 3.3 Ambient Stratification

For the baseline cases, the ambient potential temperature stratification was set to 2.5 \( K/km \). Contrail simulations were also run with the stratification set to 1.0 and 10.0 \( K/km \). In past work (Lewellen and Lewellen, 2001) it was found that increasing the stratification leads to an increase in detrain-
ment, a decrease in the vertical plume size (stratification fights against the drop of the vortices), and a dampening of the late-time buoyant sloshing. Figure 4 shows $N(t)$ at the three different lapse rates with $RH_i$ equal to 110%. The largest level of stratification has the greatest number of remaining ice crystals due to the decrease in total descent (~150 m compared to ~340 m), and hence less evaporation due to adiabatic heating. The figure also shows that the late-time crystal loss occurs earlier for the highest stratification level due to the reduced Brunt-Väisälä time scale.

Figure 4. Effects of ambient stratification on contrail evolution for B-767 at $RH_i = 110\%$ with potential temperature gradients of 1.0 (short dash), 2.5 (solid line), and 10.0 K/km (long dash).

3.4 Cross-Stream Wind Shear

The cross-stream shear simulations apply a linear vertical wind shear $(du/dz)$ that is perpendicular to the wake axis. Weak shear levels have little effect on the vortex dynamics. The primary difference comes in the appearance of the contrail since the cross-stream shear will horizontally smear the ice plume. Higher levels of cross-stream shear can significantly alter the baseline vortex dynamics. For the counter rotating vortex pair, one of the vortex cores will decay quicker since its vorticity has the opposite sign to that of the cross-stream shear vorticity, while the other vortex core will have its decay delayed. Even at high levels of cross-stream shear, the Crow instability can be the dominant decay mode for the vortex system, as long as the shear time scales are larger than the vortex dynamics time scales, which is the case for the shear levels considered here. Only modest differences are found in $N(t)$ between the shear and no shear cases. The temporal evolution of the total ice mass shows a more dramatic difference (figure 5). The cross-stream shear case has a ~30% higher ice mass at 200 s (approximate end of vortex lifetime) than the non-shear case. These differences continue to grow at later times as the cross-stream shear leads to increased mixing with ambient supersaturated air.

Figure 5. Effects of wind shear on total ice mass as a function of time for B-767 at $RH_i = 110\%$ with no shear (solid line) and cross-stream wind shear of 0.01/s (short dash).
3.5 Aircraft Parameters

A key aircraft parameter was also varied to investigate the effects on contrail evolution: assumed ice crystal emission index ($E_{Ii}$). Simulations were conducted with $E_{Ii}$ an order of magnitude larger or smaller than the baseline value. Decreasing $E_{Ii}$ increases the average crystal size, causing a higher fraction of the crystals to survive. Thus an order of magnitude decrease in $E_{Ii}$ leads to a much less than order of magnitude decrease in $N(t)$ at late times. An increase in $E_{Ii}$ has the opposite effect; a larger fraction of ice crystals are lost to evaporation. Both trends are due to a competition for available moisture. Decreasing the number of initial crystals decreases the competition for moisture and hence a larger percentage of the crystals can grow large enough to survive the adiabatic heating phase. Increasing the number of initial crystals causes a greater competition for the moisture, which results in the ice crystals being more susceptible to evaporation. More work is needed to evaluate the sensitivity of these results to varying ambient conditions.

4 CONCLUSIONS

High-resolution LES has been coupled with binned ice microphysics to explore the sensitivity of contrail evolution to atmospheric and aircraft properties. There were significant differences seen with the binned microphysics as compared to the bulk model, primarily an overall difference in crystal loss, which will have a lasting impact on the late-time contrail properties such as radiative forcing. The simulations also demonstrated a previously undocumented late-time crystal loss that is only captured with a binned microphysics. The temperature stratification and wind shear results follow the trends shown in some past studies, but have now been obtained with LES using binned microphysics. Variation of the ice crystal emission index demonstrated the competing effects among crystal number, crystal size and the potential loss to evaporation. A more extensive sensitivity study varying aircraft type, $E_{Ii}$, ambient pressure, temperature, humidity and wind shear and following the contrail development out to later times is ongoing and will be presented in future work.
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ABSTRACT: The perturbation of a cloud layer by ship-generated aerosol changes the cloud reflectivity and is identified by elongated structures in satellite images, known as ship tracks. As ship tracks indicate a pollution of the clean marine environment and also affect the radiation budget below and above the cloud, it is important to investigate their radiative and climate impact. In this study we use satellite data to examine the effects of ship tracks on a particular scene as well as on the global scale. The cloud optical and microphysical properties are derived using a semi-analytical retrieval technique combined with a look-up-table approach. Within the ship tracks a significant change in the droplet number concentration, the effective radius and the optical thickness are found compared to the unaffected cloud. The resulting cloud properties are used to calculate the radiation budget below and above the cloud. Local impacts are shown for a selected scene from MODIS on Terra. The mean reflectance at top of atmosphere (TOA) is increased by 40.8 Wm⁻². For a particular scene chosen close to the West Coast of North America on 10th February 2003, ship emissions increase the backscattered solar radiation at TOA by 2.0 Wm⁻², corresponding to a negative radiative forcing (RF). A global distribution of ship tracks derived from one year of AATSR data shows high spatial and temporal variability with highest occurrence of ship tracks westward of North America and the southwest coast of Africa, but small RF on the global scale.

1 INTRODUCTION

Emissions from ships significantly contribute to the total budget of anthropogenic emissions. The principal exhaust gas emissions from ships include CO₂, NOx, SOx, CO, hydrocarbons, and particulate matter (Eyring et al., 2005). Compared to other transport modes, the sulphur content of the fuel burned in marine diesel engines and the total amount of SOx emissions is high. The average sulphur fuel content of today’s world-merchant shipping fleet is 2.4% resulting into a large amount of SO₂ and particulate matter emission totals (EPA, 2000).

The SO₂ and particle emissions from ships change the physical properties of low clouds. This is the so-called indirect aerosol-effect, which has been observed in satellite data in many studies (e.g., Conover, 1966; Twomey et al., 1968; Radke et al., 1989). The natural number of cloud condensation nuclei is limited and reflected in larger droplets and a smaller droplet number concentration in low-level stratiform clouds over the ocean compared to continental clouds. In case of injection of additional aerosols, the changes of the aerosol concentration and amount result in a change in the droplet number concentration within the cloud (Facchini et al., 1999), depending on the solubility and size of the injected aerosol particles. Particles and their precursors from ship emissions are able to act as cloud condensation nuclei (CCN) in the water vapour saturated environment of the maritime cloud or can change the surface tension due to the solubility. Especially the high sulphur content of the fuel may be an important factor for the modification of clouds, because the resulting SO₃ is able to act as CCN. Amount and size of these particles depends on the fuel and also the kind of combustion, but can possibly result in a higher droplet concentration (Twomey et al., 1968;
Twomey, 1974) and consequently in a change of reflectivity of the maritime cloud. The increased reflectivity is even higher in the near infrared, because here, the ratio of absorption to scattering is strongly depending on the droplet size (Coakley et al., 1987; Kokhanovsky et al., 2004). In this study the modification of clouds and the influence of the ship exhaust on the radiation budget of a given scene are examined. Full details can be found in Schreier et al. (2006) and only a brief summary is presented here. Satellite data are also used to retrieve cloud properties and their modifications due to ship emissions on the global scale.

2 METHODS

2.1 Cloud properties retrieval

A new algorithm has been developed that combines the semi-analytical cloud retrieval algorithm SACURA (Kokhanovsky et al., 2003) and look-up-tables (LUTs) for thin clouds calculated with the libRadtran radiative transfer package (Mayer and Kylling, 2005). An advantage of the new algorithm is that it can be applied to different satellite instruments with channels in the near infrared (e.g. Terra-MODIS, AATSR).

The optical and microphysical parameters of the cloud were derived from the 0.9 \( \mu \text{m} \) and 1.6 \( \mu \text{m} \) channels for MODIS and AATSR. 1.6 \( \mu \text{m} \) was selected because the smaller absorption of liquid water enables more accurate results for the SACURA-retrieval. The two cloud retrieval algorithms - SACURA and LUTs - are different, but both derive the cloud optical thickness and also the effective radius \( r_{\text{eff}} \), defined by the ratio of the third to second moment of the particle size distribution and therefore indicating a change of the ratio of volume to surface in the particle size distribution.

The columnar droplet number concentration for both retrievals is calculated via effective radius and cloud optical thickness by assuming a gamma droplet size distribution with a coefficient of variance of 0.37. Calculations of droplets per volume (N) were performed using a hypothetical vertical homogeneous cloud of a thickness 500 m, which is a reasonable value for low marine stratiform clouds.

2.2 Estimating impact on the radiation field

The derived optical parameters were used to estimate changes in solar radiation for the areas below and above the cloud as well as the thermal outgoing radiation by radiative transfer calculations. Optical thickness and the effective radius have been applied to create look-up-tables for the solar flux via the radiative transfer code libRadtran (Mayer and Kylling, 2005), by using the built in k-distribution by Kato et al. (1999) to calculate integrated solar irradiance with the solver disort2 (Stamnes et al., 1988) for the wavelength range of 0.24 \( \mu \text{m} \) to 4.6 \( \mu \text{m} \). The down-welling irradiance at the surface and the up-welling flux at TOA were calculated for the mid-latitude winter atmosphere. The different distributions of cloud optical properties were considered by using these look-up-tables to calculate the solar flux for every pixel and taking into account the local solar zenith angle. The cloud top height was chosen to be 1000 m and the cloud-bottom height was 500 m. The optical properties of the clouds were calculated according to Mie theory. The mean values for all low-cloud-pixels, ship-track-pixels and no-track-pixels were determined, to estimate the impact of ship tracks on both, the solar radiation at the surface and the backscattered radiation at TOA.

3 ANALYSIS OF SHIP A TRACK SCENE

A particular and adequate satellite scene from Terra-MODIS (King et al., 1995) was selected to show local impacts. The scene from 10th February 2003, close to the West Coast of North America (153°W to 120°W and 40° N to 60° N), exhibits a number of anomalous cloud lines in the stratiform clouds over the ocean.

3.1 Cloud properties

The cloud retrieval algorithm (section 2) was used to calculate optical and microphysical parameters of low clouds (Fig. 1). A significant decrease of the average effective radius from 12 \( \mu \text{m} \) to 6
μm is visible across the ship-track-pixels (Fig. 1a). The optical thickness of unpolluted clouds is about 20 to 30 and is increasing in the track up to 45 and higher (Fig. 1b). Also the change in the droplet number concentration from around 100 cm$^{-3}$ up to 800 cm$^{-3}$ is substantial (Fig. 1c). Table 1 summarizes the mean values of the various parameters for all low-cloud-pixels, ship-track-pixels and no-ship-track-pixels. The decrease in the effective radius from 13.2 to 10.1 μm for the area is evident and also an increase in cloud optical thickness from 20.7 up to 34.6 is observed. There is also an obvious increase of droplet number concentration from 79 to 210 cm$^{-3}$.

Table 1. Mean values of cloud parameters for all low-cloud-pixels, ship-track-pixels and no-ship-track-pixels.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low-cloud-pixels</th>
<th>No-ship-track-pixels</th>
<th>Ship-track-pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective radius (μm)</td>
<td>13.0</td>
<td>13.2</td>
<td>10.1</td>
</tr>
<tr>
<td>Optical thickness</td>
<td>21.4</td>
<td>20.7</td>
<td>34.6</td>
</tr>
<tr>
<td>Droplet number (cm$^{-3}$)</td>
<td>85</td>
<td>79</td>
<td>210</td>
</tr>
</tbody>
</table>

Figure 1: Effective radius (a), cloud optical thickness (b) and concentration of particles (c) (cm$^{-3}$) derived from the MODIS channels 2 and 6 for the analysed scene. From Schreier et al. (2006).
3.2 Radiative Effects

To separate the impact of changes in cloud parameters from ship tracks on the radiation field without the uncertainties represented by the solar zenith angle variations, radiative transfer calculations were performed assuming a mean solar zenith angle of 63° for all pixels. The calculated values now only depend on the cloud optical properties, as the influence of a varying solar zenith angle has been eliminated.

Assuming a constant solar zenith angle, at TOA, ship-track-pixels reflect 40.8 W m\(^{-2}\) more than the no-ship-track-pixels. The amount of ship-track-pixels in the scene is 6.7%. The net radiative effect of the change in cloud properties due to ships for the particular scene is estimated by calculating the difference of the absolute radiation values between all low-cloud-pixels (\(E_{\text{low-cloud}}\)) and the no-ship-track-pixels (\(E_{\text{no-ship-track}}\)). According to these values, the solar radiation at the surface is reduced on average by 2.1 W m\(^{-2}\) by the ship emissions and additional 2.0 W m\(^{-2}\) are reflected back at TOA.

4 GLOBAL DISTRIBUTION OF SHIP TRACKS

The global distribution of ship tracks is derived from data of the AATSR (Advanced Along Track Scanning Radiometer) instrument aboard the European ENVISAT satellite for the year 2004. To select scenes dominated by low clouds over ocean, we applied the following criteria: (1) excluding clouds over land via the terrain height, (2) distinguish between ocean and clouds by the reflectance of a channel in the short wavelength and (3) estimation of cloud top height with the help of the 11 μm channel. The remaining scenes include ‘very low clouds’, which were further examined and the scenes that included ship tracks were used to estimate the global coverage of ship tracks with a resolution similar to the International Cloud and Climate Project was calculated.

The results show highest occurrence of ship-tracks over the Northern Pacific and the Northern Atlantic (up to 0.2%). A comparable high amount of ship-tracks is also found at the Western Coast of Africa and in the Northern Atlantic. In addition to large regional variations, large seasonal variations have been found, with most ship-tracks occurring in springtime and in summer, and only few in wintertime and autumn.

Calculation of the increased backscattering compared to the surrounding for fixed solar zenith angle show most values are around 40 W m\(^{-2}\). This indicates an increased cooling of the atmosphere on regional scale. On global scale, the estimations for radiative forcings show values smaller than -1 mW m\(^{-2}\), which is small compared to other radiative forcings.

5 CONCLUSIONS

On the basis of a particular satellite scene it has been shown that ship emissions modify existing clouds on a regional scale by decreasing the effective radius, while they increase droplet concentration and optical thickness (Schreier et al., 2006). The results agree with the theory and experiment (Öström et al., 2000; Hobbs et al., 2000): Low clouds of the maritime boundary layer have less cloud condensation nuclei than clouds over land; in consequence, this results in larger droplet radii for similar water content and dispersion of droplet size distributions. Injection of aerosols and their pre-cursors by ships results in more CCNs causing the mean droplet radius to decrease and the droplet number concentration to increase. The derived parameters were used to calculate changes in the radiative energy budget below and above the cloud. The mean values show an increase of 40.8 W m\(^{-2}\) at TOA. If the whole low-cloud area with 6.7% ship-track-pixels is taken into account, an increase of 2.0 W m\(^{-2}\) in backscattered solar radiation was found, when assuming a constant solar zenith angle of 63° for the scene. Full details of this study can be found in Schreier et al. (2006).

The global distribution of ship tracks shows high occurrence over the Northern Pacific and the West Coast of Africa. A first estimate of the global impact of ship tracks result in only small radiative forcings compared to other ship-induced RFs. However, due to large seasonal and spatial variations ship tracks can impact the climate locally.
REFERENCES


Assessment of a Global Contrail Modelling Method

K. Klima*, I. Waitz
MIT, Cambridge, Massachusetts, USA

Keywords: contrail, contrails, aviation, contrail modelling, SAGE, RHi, satellite images, aircraft tracts, radar based trajectory, cloud formations, linear features, CONUS, RUC

ABSTRACT: Estimates of radiative forcing contributions from aircraft have raised concerns about the impacts of contrails and aviation-induced cirrus on climate. Increasing demand for aviation will further increase the incidence of contrails. This paper describes the assessment of a method for estimating the formation of contrails. The method couples radar-based flight trajectory information with hourly meteorological data. Estimates of persistent contrails were compared to results obtained from NASA satellite images. For the one week time period we considered, the contrail model coupled with measured aircraft flights tracks did not accurately estimate the occurrence of persistent contrails. This was due both to a limited ability to identify contrails in the satellite images (as a basis for validating the methods) and to uncertainties in the meteorological data and the contrail modeling methods.

1 INTRODUCTION

Estimates of radiative forcing contributions from aircraft have raised concerns about the impacts of contrails and aviation-induced cirrus on climate (IPCC 1999). Within four to six hours after initial formation, contrails, if they persist, may evolve into aviation-induced cirrus. In a study of one region in Europe, contrails were estimated to produce a local annual mean radiative forcing of 0.23 W/m² (Stuber et al., 2006). The global and annual average forcing was recently estimated to be 0.01 W/m² (Sausen et al., 2005).

There are currently only limited capabilities for evaluating the extent and effects of global contrail coverage. Examples of other work in this area include Williams et al. (2005) who analyzed fuel burn and carbon dioxide penalties as a function of contrail reduction, and Minnis et al. (2004), who described a method to calculate whether a contrail will form and persist along certain routes. Both of these studies used the Appleman criteria (1953) to determine whether or not a contrail will form and persist, and the method presented by Schumann (2000) to relate the thermodynamic conditions in the aircraft plume to the overall propulsive efficiency. Duda et al. (2005) improved upon Minnis’s method by using flight data to compute air traffic density. A recent paper by Mannstein, Spichtinger, & Gierens (2005) studied high resolution vertical radiosonde meteorological data, and calculated the potential reduction of contrails by a small change in flight altitude (0 to 1000ft).

This paper presents the assessment of a method for estimating contrail formation and persistence. The method couples radar-based flight trajectories with assimilated meteorological data. The method is assessed through a direct comparison of contrail estimates to satellite imagery.

2 NUMERICAL MODEL

2.1 Aviation System Model

To estimate contrail formation, an aircraft model is needed to estimate aircraft overall propulsive efficiency and the emissions index of water. Note that contrail formation does not change greatly as a function of fuel burn (being more significantly influenced by local atmospheric conditions). How-
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ever, an accurate aviation system model is needed to examine the extent of contrail coverage. This study used the fuel burn and emissions module of the FAA’s System for assessing Aviation’s Global Emissions (Kim et al. 2006a, Kim et al. 2006b).

SAGE accepts flight tracks from Enhanced Traffic Management System (ETMS) radar data and therefore contains detailed temporal and spatial information for most of the flights over the continental United States. These flights are processed through the SAGE model, which consists of individual modules (e.g. aerodynamics, engine thrust, etc.) that interact to create a fuel burn estimate. SAGE can therefore calculate the overall propulsive efficiency of each aircraft along the flight trajectory. For the purposes of this research, we examined 54,000 United States continental flights. Sensitivity to aircraft performance modelling was addressed and is discussed in Klima, (2005).

2.2 Meteorological Data

The Rapid Update Cycle (RUC) is an atmospheric prediction system comprised primarily of a numerical forecast model and an analysis system to initialize that model ([http://ruc.noaa.gov]). The RUC has been developed to serve users needing short-range weather forecasts. RUC runs operationally at the National Centers for Environmental Prediction (NCEP). Archived RUC data were obtained from a United States program called the Atmospheric Radiation Measurement Program (ARM, [http://www.arm.gov/]) for dates November 12-18, 2001 (to match available satellite imagery/contrail mask data) and October 2000 (to match available fuel burn data). This study used 40km resolution data so that its output could be compared to that of NASA Langley (Duda 2003, Minnis 2004). See Klima (2005) for implementation details.

Satellite data were provided by NASA Langley for the hours of 17-24 Universal Time Conversion (UTC) for the week of November 12-18, 2001. One set of data were satellite infrared radiances (IR) from the Sun-synchronous NOAA-16 Advanced Very High Resolution Radiometer (AVHRR) 1-km imager, 10.8 & 12 μm bands (Figure 1, right). Another set of data were contrail masks (Figure 1, left). The satellite data sets for deriving the contrail coverage consist of the NOAA-16 data and multispectral 1-km data from the MODerate Resolution Imaging Spectroradiometer (MODIS) on the Terra satellite (Duda, 2003). NASA Langley researchers applied Mannstein’s algorithm (1999) to identify contrails in the satellite imagery. Filtering methods were provided by NASA Langley, and consist of removing points a) outside the satellite image range, and b) near the edges of the image where curvature is high (scan angle magnitude is more than 50°).

Figure 1 - NOAA-16 satellite image (left) and matching contrail mask (right, white pixel indicates contrail formation), November 18, 2001 1888 UTC. Note that the satellite image is reversed from east to west. This occurs due to the direction the satellite passes overhead.
2.3 Contrail Model

The aircraft type-specific emissions index of water and the type-specific engine efficiency are reported by SAGE along each chord of the radar trajectory. Then, the temporally and spatially matching relative humidity for ice (RHi) is obtained from the meteorological data sets. The method used to estimate the formation of contrails is based on the methods of Appleman (1953) and Schumann (2000).

We implemented this model using an empirical saturation curve (Sonntag, 1994) and the derived mass-averaged moist air specific heat (Klima, 2005). Given gridded meteorological conditions, aircraft fuel burn, aircraft engine overall efficiency, and fuel characteristics, this model can be used to calculate whether a contrail will form or persist at each location along the flight path. It reports contrail formation as percentage of distance traveled, and differentiates between contrails forming in clouds and in clear skies (if RHi >75%, the area is assumed to be a cloud). A first-order advection model is applied to the contrails to account for their change in location over time.

Due to the complexity of contrails (see for example, Atlas et al., 2006), several characteristics were not addressed. First, we did not estimate the time evolution of the shapes/sizes of contrails. Second, we did not address sub-grid scale variability in meteorological data. Third, optical depth and radiative forcing were not addressed in this study. Fourth, overlapping contrails were ignored due to the small average width of contrails (satellite images indicate less than 10km) and the small regions of ice-supersaturation. Fifth, we assumed winds are invariant from time of contrail formation. Sixth, the evolution of contrails into aviation-induced cirrus cloudiness was beyond the scope of this study. Finally, the environmental effect of contrails was not addressed.

3 RESULTS

Since contrail identification is integral to comparison of actual and model-predicted contrails, a brief description of the contrail identification method is necessary. Young contrails have a smaller crystal size than natural clouds, and hence have a higher IR transmissivity (brightness) in the 10.8μm image as compared to the 12μm image. Hence a brightness-differencing scheme can be used to identify all image pixels which may be contrails: the 10.8μm minus 12μm brightness temperature difference. However, using only a temperature differencing technique could identify singular pixels, edges of clouds, or ground features. A second property of contrails is their linear structure, especially at a young age. Hence a linear filter is used. Extended information on processing techniques is described by Mannstein et al. (1999).

There is only limited confidence in the ability of these techniques to identify contrails. Wind shear, turbulence and ice particle sizes will affect how the contrail grows and disperses. Young contrails (less than about 50 minutes) and weak contrails are too small to be sensed by the satellites, and therefore are typically not identified. Older contrails (greater than 2.5 hours) have begun to lose their linear features, and so would also not be identified with confidence (Duda, 2003).

NASA Langley estimate the false alarm rate for identification of contrails using these methods is 40% (Minnis, 2004). For example, for the satellite images we examined, many of the features identified as contrails were oriented north-south. Over the continental United States, most of the air traffic is east-west. Since an aircraft is necessary for contrail formation, these were probably false alarms. In particular, striated cirrus cloud formations were often misidentified as contrails.

3.1 Comparison of Contrail Mask to RHi fields

Theoretically, clouds and/or contrails should sublime at RHi < 100%. Visual comparison of the contrail masks to satellite data showed that the linear features with high brightness differences were usually either contrails or clouds; they were rarely associated with ground features. Consequently, an accurate RHi data set would be expected to have RHi > 100% in most areas identified as contrails (whether these areas corresponded to contrails or striated cirrus cloud formations). Contrail mask data from the satellite images and modeled contrail estimates were transferred into specific latitude and longitude points. Next these figures were overlaid on RHi images. Figure 2a shows the contrail mask data on November 12, 2001 at 1996 hours, universal time. Note that this figure is filtered to contain only the region of data present in the satellite image (filter denoted by crosses).
Visual examination of Figure 2a shows that contrail pixels appear in areas of RHi < 100%. Similar results were obtained for the other days examined. We then calculated the fraction of contrail mask pixels that would appear in the CONUS region (at 10973m, 36000ft altitude) given a variable RHi threshold. Based on this calculation, we determined that roughly 60-90% of the contrail pixels were misidentified. This result reflects the inability of the meteorological model to predict supersaturation. This exercise demonstrates that the RHi fields, although perhaps representative of the large scale features, did not accurately capture the atmospheric conditions on the days we examined.

3.2 Comparison of contrail model and satellite image mask results

Comparisons were made for 53,844 U.S. continental flights performed during the week of November 11/12-18, 2001. Figure 2b shows the set of continental flights that temporally match the contrail mask image. Areas of contrail formation are generally consistent between the satellite images and the model estimates (see Figure 2a and Figure 2c). Where the images are not consistent, the estimated contrails match well with areas of high RHi in the meteorological data. The discrepancies can be attributed to the following reasons:

- Inability to represent RHi gradients with altitude – In the figure we overlay the contrail estimates (from throughout the atmosphere) on meteorological data from one altitude level.
- Incorrect RHi fields – The RHi fields in the meteorological data are imperfect reconstructions of the true RHi fields.
- Misidentification of striated clouds and ground features as contrails. There are also regions where the clouds are so thick that contrails are not identified.
- Incorrect contrail advection – A shearing of contrails will appear due to a combination of aircraft traveling the same route and wind advection; a better contrail advection model may more correctly locate these contrails. Wind shear, turbulence, contrail precipitation, and stratification will all be important in determining how a contrail evolves.
- Insufficient flight data – Recall that this study examined commercial, continental U.S. flights only. Neglecting international flights leads to an underestimate of persistent contrails near the edges of the United States. This discrepancy does not apply to our example figures, but was noted in other results shown in Klima (2005).

3.3 Contrail Persistence Threshold

One important parameter in the contrail model is the percent of RHi at which contrails persist. For homogeneous nucleation of cirrus clouds, this threshold percent is thought to be 140-160% (Minnis 2004). However, contrails are formed primarily through heterogeneous nucleation. In the literature, the threshold is variously placed at somewhere between 95-105% (Duda 2003). The nominal value used in our study was 100%.

The effect of changing the contrail persistence threshold over the globe was examined. Assuming the RHi data were flawed and the contrail persistence threshold varied from 90-110% RHi (instead of the assumed 100% RHi), one can calculate the change in ground coverage over which contrails could form. Based on this analysis, if the contrail persistence threshold was allowed to vary from 90-110%, contrail coverage area could vary between 13%-166% of the currently estimated coverage area. If the persistence threshold was allowed to vary as literature suggests from 95-105% RHi (instead of 100% RHi), continental coverage area could vary between 51%-135% of the currently estimated coverage area.

3.4 Contrail Length

The typical length of the estimated contrails was larger than 100km, (several degrees in length), while the typical length of the observed contrails was about 50km. This length is much larger than the meteorological grid scale resolution, so it is not a reflection of subscale RHi gradients.

This occurs because the SAGE model uses preprocessed ETMS data; in order to shorten the dataset for storage purposes, “chords” are constructed on which the aircraft travels the same direction and magnitude for a long period of time. The discrepancy between the long predicted contrails and the short contrails observed in the satellite images implies that the chord lengths used within SAGE need to be shortened - at least to the extent to where they are consistent with length-scales observed in the RHi data.

4 DISCUSSION

In this paper, we compared estimates of persistent contrails developed using radar-based flight trajectories and assimilated meteorological data to contrails identified from satellite data. This comparison highlighted the following issues.

First, it was not possible to match particular contrails observed in the satellite images to specific flight trajectories. This occurred largely because the contrail mask algorithm identified both contrails and striated cirrus cloud formations, suggesting limitations in the satellite sensing and extraction methods (Mannstein 1999). We estimate that perhaps 40-50% of the contrail pixels were misidentified.

Second, RUC RHi fields did not accurately portray the true RHi fields for the days examined in 2001. We found that 60-90% of the pixels identified as linear features (demonstrated to be contrails or clouds) were located in areas where the RHi estimated by the RUC meteorological model was theoretically too low to support clouds or contrails. The RUC models do not have the resolution or the microphysics to represent the small scale vertical motions thought to be important for predicting cirrus and thus RHi correctly. Hence at this point in time, it is unknown to what degree a contrail model coupled with measured aircraft flight tracks can be used to accurately estimate contrail formation as given by satellite images/contrail masks. Both the identification of contrails from satellite images and the estimation of upper atmospheric humidity are lacking.
Third, the typical length of the estimated contrails was larger than 100km, (several degrees in length), while the typical length of the observed contrails was about 50km. This length is much larger than the meteorological grid scale resolution, so is not a reflection of subscale RHi gradients. Rather, this occurs because the SAGE aviation model shortens the ETMS dataset for storage purposes. The discrepancy between the long predicted contrails and the short actual contrails implies that the chord lengths used within SAGE need to be shortened until they are consistent with length-scales observed in the RHi data.

These results are not necessarily general. We assessed only one week’s worth of flights over the continental United States.
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ABSTRACT: Meteorological variables derived from high-resolution numerical weather analysis models (Rapid Update Cycle (RUC) and Advanced Regional Prediction System (ARPS)) are compared with cirrus and contrail cloud occurrence deduced from multi-spectral radiances measured by the Advanced Very High Resolution Radiometer (AVHRR) onboard the NOAA-16 polar-orbiting satellite between April 2004 and June 2005. The occurrence or non-occurrence of contrail and cirrus formation within the sample area is related to several upper tropospheric variables through logistic regression techniques. Probabilistic models are developed to predict the occurrence of persistent linear contrails forming both with and without surrounding cirrus clouds. The forecast models provide insight into which atmospheric conditions are most susceptible to the formation of possible climate-altering contrails.

1 INTRODUCTION

Contrails and cirrus tend to form in similar (but not identical) atmospheric conditions, and thus it is difficult to determine how much persistent contrail coverage affects cirrus coverage. It is clear, however, that contrails that form imbedded in thick cirrus clouds will have little or no radiative impact on the atmosphere, while persistent contrails that form in otherwise clear skies will have a greater direct effect on climate. Although the atmospheric conditions necessary for cirrus and contrail formation are well known, the diagnosis or prediction of such clouds is still complicated by uncertainties in measuring the atmospheric state in the upper troposphere. Several high-resolution numerical weather analyses (NWA), including the Rapid Update Cycle (RUC; Benjamin et al., 2005a, 2005b) and the Advanced Regional Prediction System (ARPS; Xue et al., 2003), operate over the domain of the continental United States of America (USA). The main purpose of these models, however, is to predict the formation of storms and precipitation, and the meteorological accuracy necessary to predict persistent contrail formation directly from these models is not currently available. Duda et al. (2004) demonstrated that the RUC has a dry bias in the upper tropospheric humidity, and a strict diagnosis of persistent contrail formation from the Schmidt-Appleman criteria (Schumann, 1996) is problematic. In addition, numerical weather models are periodically modified and upgraded, leading to abrupt changes in the modelled relative humidity fields. Nevertheless, there appears to be a relationship between the vertical structure of the relative humidity fields represented in the numerical models and the lifetime, spreading rate, and optical depths of observed contrails. The results from Duda et al. (2004) show that the thickest, widest-spreading and longest-lasting contrails tend to occur in the model regions with the most upper tropospheric moisture. Hence, NWAs appear to have some useful meteorological information that could be used to forecast contrails and cirrus.

To deal with the limitations of the numerical weather analyses, probabilistic models that use statistics from the NWA to diagnose and forecast the occurrence of contrails and cirrus can be devel-
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oped for each version of a numerical weather model. Weather forecasters have used statistically post-processed numerical model output to make probabilistic forecasts for many years. One of the earliest models reported in the literature was developed by Lund (1955), and model output statistics (MOS; see Glahn and Lowry, 1972) were one of the first widely used probabilistic forecasts developed from numerical weather forecasts. Some probabilistic forecasts of contrail formation have also been published. Travis et al. (1997) used a combination of rawinsonde temperature and GOES (Geostationary Operational Environmental Satellite) 6.7 \( \mu \)m water vapour absorption data to develop a prognostic logistical model of the occurrence of widespread persistent contrail coverage. Jackson et al. (2001) created a statistical contrail prediction model using surface observations and rawinsonde measurements of temperature, humidity and winds over the New England states.

Because probabilistic forecasts use numerical model statistics to develop forecasts, they do not require the same level of meteorological accuracy necessary for classical cirrus and contrail formation theories, and new probabilistic forecast models can be developed as new versions of numerical models are implemented. Also, reliable probabilistic forecasts inherently have extra value to users compared to categorical (simple yes or no occurrence) forecasts because users can take advantage of cost/loss analyses better with probabilistic forecasts (Keith, 2003).

This paper presents a group of probabilistic models that predict the occurrence (or non-occurrence) of persistent linear contrails forming both with and without surrounding cirrus coverage, in an attempt to distinguish the atmospheric conditions that produce both contrails and cirrus from those that only produce contrails. The next section briefly describes the numerical weather models and the contrail observations used to develop the probabilistic models.

2 DATA

2.1 Meteorological data

Atmospheric profiles of temperature, humidity, horizontal wind speed and direction, and vertical velocity were derived from the 20-km resolution, hourly RUC analyses and 1-day, 2-day and 3-day forecasts from the ARPS in 25-hPa intervals from 400 hPa to 150 hPa. The ARPS data were obtained from the 27-km resolution, 1-hourly contiguous US domain analyses. Several other variables including the vertical shear of the horizontal wind and the temperature lapse rate were also calculated from the model data. These additional variables are expected to influence the spreading rate of persistent contrails (Jensen et al., 1998). Atmospheric humidity is expressed in the form of relative humidity with respect to ice (RHI). Due to computer storage limitations, the RUC and ARPS data were available at 1°1 degree resolution.

To match the meteorological data with observations of contrails, data from the RUC and ARPS analyses closest in time with the contrail observations are linearly interpolated to the location of each contrail observation. An observation was not used if the time difference between the contrail observation and the analyses was greater than 2 hours (nearly all pairs matched to within 1 hour).

2.2 Surface data

Observations of contrail and cirrus occurrence and coverage across the contiguous USA were collected from primary and secondary schools across the country by the Global Learning and Observations to Benefit the Environment (GLOBE) program (see www.globe.gov for more information about the GLOBE program). In May 2003, GLOBE initiated the contrail observation protocol to gather and classify contrail observations. A primary goal of the GLOBE program is to use detailed written protocols to enable students to provide scientifically valuable measurements of environmental parameters (Brooks and Mims, 2001). Over 14,600 observations were reported over the region between May 2004 and June 2005. They include contrail coverage, contrail number, cloud coverage, cloud type and a classification of contrails into three categories; short-lived, non-spreading persistent contrails, and spreading persistent contrails. A subset of 10 stations (see Figure 1) with at least 50 contrail observations under mostly clear skies (cloud coverage less than 25 percent) was chosen for building some of the probabilistic models.
2.3 Satellite data

To supplement the meteorological data from the NWAs, radiance data from the 6.7-μm water vapour absorption channel on GOES-12 were also used as atmospheric predictors of contrail formation. The 6.7-μm channel is sensitive to the top three millimetres of water vapour profile in the atmospheric column, and most of the detected emission is from the layer between 500 to 200 hPa (Travis et al., 1997; COMET, 2002), with peak sensitivity near 400 hPa. Both the raw water vapour image counts and the calibrated 6.7-μm brightness temperature were collected.

In addition to the GOES data, multi-spectral measurements taken by the NOAA-16 Advanced Very High Resolution Radiometer (AVHRR) provided observations of contrail occurrence. Five hundred twenty-five afternoon overpasses were collected for a 4 by 6 degree area centred over the states of Ohio, western Pennsylvania and West Virginia (from 38°N to 42°N, and 84°W to 78°W). For each 1 by 1 degree grid box within the sample area, persistent contrails and cirrus were detected from the satellite radiances. The contrails were detected using the automated procedure of Mannstein et al. (1999), while the cirrus were identified from a visual inspection of the 10.8 μm brightness temperature data, and the 10.8 μm minus 12.0 μm brightness temperature difference measurements. To reduce the number of contrail false detections due to cloud street formations, the satellite viewing angle for each overpass was required to be less than 50 degrees. Although each 1 by 1 degree grid box provides one observation of contrails and cirrus, due to gaps in the availability of the datasets and the viewing angle restrictions, only about 6000 observations were possible from the satellite overpasses.

3 MODEL DEVELOPMENT

3.1 Data pre-processing

Nearly 15 months (April 2004 – 27 June 2005) of meteorological data from the RUC and ARPS were collected each day to a local computer. (After 12 UTC on 28 June 2005, the 13-km resolution version of the RUC model began operation, with significant differences in upper tropospheric humidity.) The data are subject to interruptions including computer and power failures, full disks, operator errors and other problems. Thus, approximately 77% of the hourly ARPS data was collected and 99.7% of the RUC data was collected during the time period. Two large gaps (between 20 August – 28 September 2004, and between 21 January – 21 February 2005) accounted for nearly 85% of the ARPS data loss.

The collected data were separated into a dependent (from which the statistical model was created) and an independent (on which the model was tested) dataset. Two-thirds of the observations were randomly selected to build the dependent dataset, while the independent dataset comprises the remaining one-third of the observations.

Before deriving the statistical forecast equations, the NWA data are checked for missing data. None of the missing data were replaced by surrogate values (such as persistence, interpolation or nearest-neighbour techniques) because this study focuses on the general meteorological conditions necessary for persistent contrail formation across the United States, rather than forecasting contrail formation for any particular time or location.

3.2 Statistical technique

Logistic regression (Hosmer and Lemeshow, 1989) was used to create a probabilistic estimate of persistent contrail formation. Logistic regression techniques are commonly used where the predictand, such as in this case, is a dichotomous (yes/no) variable. Two advantages of logistic regression compared with multiple linear regression are that the forecast values cannot fall outside of the 0 – 1 probability range, and that each predictor can be fit in a nonlinearly way to the predictand. The logistic model assumes the following fit in Equation 1:

\[
P(x) = \frac{1}{1 + \exp[-(\beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p)]}
\]  

(1)
\( P \) is the predictand (probability of persistent contrail formation) and \( \beta_i \) (for \( i = 1, \ldots, p \)) are the set of coefficients used to fit the predictors \( (x_i) \) to the model.

The predictors \( x_1, x_2, x_3, \ldots, x_n \) are atmospheric variables derived from NWA and satellite measurements. A set of up to 80 possible predictors were tested. All predictors used in this study were based on meteorological quantities in the upper troposphere that are suspected to be related to the formation of spreading, persistent contrails including humidity, temperature, vertical velocity, wind shear, wind direction and atmospheric stability. GOES water vapour channel data were also used as predictors for some regressions.

The maximum likelihood method was used to estimate the unknown coefficients \( \beta_i \) and fit the logistic regression model to the data. The chi-square statistic \( \chi^2 \) was used to assess the goodness of fit of each logistic model to the NWA data. A total from 55 to 80 potential predictors from the RUC and ARPS models respectively were used to develop the statistical contrail model. To reduce the number of predictors to an optimal number, a forward stepwise regression technique was used. In each step of the technique, a new predictor is added to the logistic model and the chi-square statistic is compared with the previous model. The new predictor that produces the largest improvement in model fit (that is, the largest increase in \( \chi^2 \)) is added to the model. To avoid over-fitting of the dependent dataset, the stepwise regression technique is allowed to add predictors to the model until the test for statistical significance reaches a significance level (i.e. \( p \)-value) of 0.05. The stepwise technique usually resulted in 6 to 11 predictors for each model. Separate regressions were computed for 4 dependent variable scenarios. The scenarios include:
- Both contrails and cirrus form
- Only cirrus clouds form
- Only linear contrails form
- No cirrus or contrails form

As mentioned above, several meteorological variables were considered as predictors in the development of the statistical forecast model. In addition, several combinations of meteorological variables (such as temperature \( \times \) humidity) were also considered to account for interactions between variables.

### 3.3 Skill scores

As a simple method to assess the skill of the contrail/cirrus forecasts, the probabilistic forecasts were converted into categorical (i.e. yes/no, occurrence/non-occurrence) forecasts by simply forecasting the occurrence of the dependent variable when the probability was greater than or equal to 0.5, and forecasting non-occurrence when the probability was less than 0.5. A variety of statistical measures have been developed to evaluate the accuracy of categorical forecasts. Several of these have been used to measure the success of previous contrail formation forecasts (Jackson et al., 2001; Walters et al., 2000). The contrail formation forecasts are separated into four categories based on the forecast and its outcome: \( a \) is the number of cases where persistent contrail formation is forecasted and persistent contrails are observed (hits); \( b \) is the number of cases where contrails are predicted, but no contrails are observed (false alarms); \( c \) is the number of cases where contrails are not forecasted, but contrail are observed (misses); and \( d \) is the number of cases where contrails are not forecasted and no contrails are observed (correct rejections). Two of the measures are:
- Hit rate. The hit rate is calculated as \( (a + d) / (a + b + c + d) \) and represents the percentage of forecasts in which the method correctly predicted the observed event.
- Heidke Skill Score (HSS). The HSS is calculated as \( \text{HSS} = 2(ad - bc) / [(a + c)(c + d) - (a + b)(b + d)] \) (Wilks, 1995). This measure of forecasting skill compares the hit rate of the forecast method with the hit rate achieved with a random forecast. Perfect forecasts have an HSS of one, forecasts equal in skill to the random forecast have an HSS of zero, while a negative HSS indicates that the forecasts are less skillful than random forecasts.

### 4 RESULTS AND CONCLUSIONS

The most important predictors chosen in the logistic models (both those developed from the surface observations (not shown) and those developed from the satellite observations) tended to be related to temperature and humidity. Other variables including vertical velocity, wind direction and speed,
wind shear, and the altitude of maximum RHI were also common predictors. Table 1 shows the hit rates and Heidke skill scores from the models developed using the NOAA-16 cirrus and contrail observations. In all four scenarios for both the RUC and ARPS the hit rates are about 0.75 or greater. The best skill scores occur when both cirrus and contrails appear together, or no high cloudiness is observed.

The lack of skill indicated for the contrail-only models is mainly the result of having relatively few examples of grid boxes with only contrails visible (less than 15 percent of the total), and the nature of the atmospheric conditions in regions where contrails form in the absence of cirrus. The contrail-only grid boxes tend to occur at the edges of areas of high humidity and cooler tropospheric temperatures, and the exact locations of these regions are not always represented well in the numerical models. Also, the contrail detection results have not been checked for the possibility of false positive results due to cloud streets and other linear cloud features unrelated to contrails. Increasing the number of contrail-only cases and refining the contrail and cirrus detection results would allow for more accurate models and improved skill scores for the contrail-only scenario.

Table 1. Hit rates and skill scores from satellite observations over Ohio, Pennsylvania and West Virginia.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Hit Rate</th>
<th>Skill Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RUC (both CT/Ci)</td>
<td>0.74</td>
<td>0.32</td>
</tr>
<tr>
<td>ARPS (both CT/Ci)</td>
<td>0.76</td>
<td>0.37</td>
</tr>
<tr>
<td>RUC (cirrus only)</td>
<td>0.83</td>
<td>0.20</td>
</tr>
<tr>
<td>ARPS (cirrus only)</td>
<td>0.82</td>
<td>0.15</td>
</tr>
<tr>
<td>RUC (contrails only)</td>
<td>0.86</td>
<td>0.00</td>
</tr>
<tr>
<td>ARPS (contrails only)</td>
<td>0.86</td>
<td>0.02</td>
</tr>
<tr>
<td>RUC (no CT/Ci)</td>
<td>0.75</td>
<td>0.46</td>
</tr>
<tr>
<td>ARPS (no CT/Ci)</td>
<td>0.76</td>
<td>0.50</td>
</tr>
</tbody>
</table>

The most common predictors in the scenarios with the best overall skill scores (both CT/Ci and no CT/Ci) are variables related to temperature and humidity. For the “both CT/Ci” scenario, the most common predictors are temperature, RHI, temperature × RHI, and vertical velocity, while for the “no CT/Ci” scenario the most common predictors are temperature², RHI², temperature × RHI, the altitude of maximum RHI, and wind direction. The differences in common predictors chosen for each scenario suggest that some meteorological quantities are especially useful in determining regions of upper tropospheric cloudiness. Cirrus and contrails are likely to form in regions of positive vertical velocities, while the absence of high clouds is often indicated by the overall synoptic conditions that control wind direction and humidity within the upper troposphere. These results show that current numerical weather analyses describe the atmospheric state in the upper troposphere with sufficient accuracy to locate potential regions of contrail and cirrus formation within a region as small as 1 degree by 1 degree.

An example of multi-variable logistic regression was presented to address some of the limitations of using operational numerical weather prediction models in the diagnosis and prediction of contrail and cirrus cloud formation. More work is necessary to refine the accuracy of the contrail and cirrus observations. More specifically, more quality control work is needed with the contrail detection algorithm to eliminate false positives, and the use of the objective GOES-based gridded cloud products can improve estimates of cirrus occurrence. Techniques like logistic regression may be helpful in discovering robust relationships between the atmospheric variables represented in numerical models and the formation of cirrus and contrails in the atmosphere.
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**Figure 1**: Location of contrail-reporting schools in the United States of America used in the development of logistic regression models.