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ABSTRACT: Comparing individual components of a total climate impact is traditionally done in 
terms of radiative forcing. However, the climate impact of transport systems includes contributions 
that are likely to imply climate sensitivity parameters distinctly different from the “reference value” 
for a homogeneous CO2 perturbation. We propose to introduce efficacy factors for each component 
into the assessment. The way of proceeding is illustrated using aviation as an example, and pros-
pects for evaluating the other transport system in the EU project QUANTIFY are given. 

1 INTRODUCTION

The traditional way to compare the global climate impact of individual emission sectors, as well as 
specific contributions forming the total effect of some emission sector, is the radiative forcing (RF, 
Shine et al., 1990). RF is easily calculated by means of radiative transfer models and provides 
meaningful results even for very small perturbations that are unable to force statistically significant 
response signals in three-dimensional climate models. RF is also less model-dependent than other 
metrics of climate change (like the response of surface temperature, precipitation, storminess etc.), 
because the complex (in part poorly understood) feedbacks within the climate system (cp., Bony et 
al., 2006) do not enter the radiative transfer calculations. Such practical advantages make RF (and 
its derivatives like, e.g., the global warming potential, GWP) a seemingly ideal metric for assess-
ment purposes. Consequently, RF and GWP have formed the basis of established emission trading 
systems. 

As research on the climate impact of distinctly non-homogeneous forcing agents (like aerosols, 
ozone, or clouds induced by aircraft or ships) has received mounting interest, doubts have increased 
concerning the adequacy of RF for intercomparing relative impacts (e.g., Hansen et al., 1997, 2005; 
Cook and Highwood, 2003; Joshi et al., 2003; Stuber et al., 2005; Ponater et al., 2005). Here, we 
will discuss the concept of the EU project QUANTIFY to assess the climate impact contributions 
from transport systems in the light of current caveats in using RF as a respective metric. 

2 CLIMATE SENSITIVITY 

The idea to use RF as a metric for the climate change to be expected from some forcing origins 
from a recurrent empirical finding in climate modelling. Such experience has suggested a linear re-
lation,

RFTsurf , (1) 
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between the global mean surface temperature response, Tsurf, and global mean radiative forcing, 
RF. The relating climate sensitivity parameter, , can be, with reasonable reliability, assumed to be 
independent of the nature of the forcing agent, i.e., its magnitude, longwave to shortwave spectral 
distribution, spatial structure, or seasonal variation. While  is known to vary between different 
climate models, mainly due to a considerable model dependency of cloud feedbacks (Cess et al., 
1989, 1996), many simulations implying changes of CO2 concentration, other well-mixed green-
house gases, or of the solar constant have confirmed the basic assumption within one and the same 
model configuration. Consequently, once the value of  has been determined for the CO2 case, it is 
then considered as a model constant applicable to all other agents. However, evidence is growing 
(see papers mentioned in the introduction) that this approach may fail on several occasions. 

Table 1: Equilibrium climate sensitivity parameters ( ) as determined from ECHAM4 simulations. Global changes of 
CH4, solar constant, CO2, and ozone in the middle troposphere (MT), upper troposphere (UT), and lower stratosphere 
(LS) have been used as horizontally homogeneous forcing perturbations. The latter four agents have also been applied 
as a forcing restricted to the northern hemisphere extratropics (last two columns). See Stuber et al. (2005), for more de-
tails.

Agent RF (Wm-2)  (K/Wm-2) RF (Wm-2)  (K/Wm-2)
 Global perturbation NH extratropics perturbation 
CO2 1.0 0.81 1.0 1.12 
Solar  1.0 0.82   
CH4 1.0 0.88   
O3(MT) 1.0 0.92 1.0 1.10 
O3(UT) 1.0 0.58 1.0 0.87 
O3(LS) 1.0 1.46 1.0 1.83 

Table 1 gives an overview over equilibrium climate change simulations that have been con-
ducted with the ECHAM4/T30.L19 climate model coupled to a mixed layer ocean module. The 
climate sensitivity parameter has been determined for a number of radiative perturbations, all nor-
malised to a global mean of RF=1 W/m2. While the conventional perturbations behave more or less 
in line with the assumption of constant climate sensitivity, there is a clear tendency to higher sensi-
tivity for perturbation impacting on the northern hemisphere extratropics (Joshi et al., 2003). Com-
pared to the reference value for CO2, ozone has a distinctly higher sensitivity if the change occurs in 
the lower stratosphere, whereas the sensitivity is smaller for changes in the upper troposphere (Stu-
ber et al., 2005). It is evident that non-homogeneous forcings may trigger specific feedbacks that 
are either less distinguished or less variable in the case of homogeneous forcings. 

If the experience from non-homogeneous ozone perturbations already poses a challenge for the 
concept of constant climate sensitivity, simulations for non-homogeneous aerosol perturbations 
produce most embarrassing results: Table 2 recalls climate sensitivity experiments conducted by 
Cook and Highwood (2003) with the UREAD climate model of intermediate complexity. Forcing 
agents were scattering and absorbing aerosols in the lower troposphere (LT), the varied parameter 
was the aerosol single scattering albedo, .

Table 2: Climate sensitivity results from the UREAD climate model. Global horizontally homogeneous aerosol distri-
bution, with fixed optical depth and asymmetry factor but varying single scattering albedo ( ) have been used as the 
forcing agent (see Cook and Highwood, 2003, for details). 

Agent Tsurf (K) RF (Wm-2)  (K/Wm-2)
CO2 1.9 3.81 0.50 
Aero (LT), =1 -1.70 -4.72 0.36 
Aero (LT), =0.95 -0.60 -3.02 0.20 
Aero (LT), =0.9 0.60 -1.40 -0.43 
Aero (LT), =0.85 1.80 0.14 12.86 
Aero (LT), =0.8 2.90 1.61 1.80 

Scattering aerosols ( =1) cause negative RF and a surface cooling, yielding a climate sensitivity 
parameter smaller but still in the vicinity of the reference value for CO2. As the absorbing character 
of the aerosol increases the  values get more anomalous, culminating at negative  for a critical 
single scattering albedo around =0.9, for which negative RF even causes a rise of global surface 
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temperature. As pointed out by Cook and Highwood (2003) the reason for the irregular sensitivity 
in this case is the feedback on lower troposphere cloud cover (the “semi-direct aerosol effect”), 
which markedly decreases as a result of absorption heating. Due to some observational evidence in-
dicating distinguished impacts of lower tropospheric aerosols on the hydrological cycle (e.g., Ra-
manathan et al., 2005), the semi-direct effect is not likely to be a mere model feature. 

Summarising, climate model simulations with idealised non-homogeneous forcing agents sug-
gest deviations from the reference climate sensitivity that are too strong to be ignored if, for exam-
ple, ozone, aerosol, and CO2 contributions to a total effect are to be compared. A way to account 
this for is the inclusion of efficacy factors (Hansen et al., 2005) in equation (1), writing instead 

)(
2

)( i
COisurf

i RFrT  (2) 

where ri= i/ CO2 would introduce the knowledge on an anomalous climate sensitivity i for the 
component contributing the forcing RF(i). Quantifying individual components in terms of T(i)

surf
rather than RF(i) may be expected to provide a fairer, more reliable, assessment. Introducing effi-
cacy factors in this way is encouraged by the finding that the model dependence of those factors 
seems to be smaller than the model dependence of the climate sensitivity parameter itself (Hansen 
et al., 1997; Joshi et al., 2003). Another favourable point to mention is the possibility to include ef-
ficacies into the calculation of GWPs (Fuglestvedt et al., 2003; Berntsen et al., 2005) or into other 
linear extensions of the radiative forcing concept (e.g., Ponater et al., 2006). 

3 EFFICACY OF AIRCRAFT CLIMATE IMPACT COMPONENTS – A TEST CASE 

Compared to other transport sectors knowledge on the climate impact from aircraft is relatively far 
advanced. RF values for the various contributions were first quantified for an IPCC special report 
(Penner et al. 1999) and improved by subsequent research work. However, aviation effects beyond 
CO2 and CH4 just exhibit the properties that make anomalous climate sensitivity likely to occur: 
They are non-homogeneous in time and space (both horizontally and vertically). We have per-
formed a series of equilibrium climate change simulations with the ECHAM4/T30.L39(DLR) cli-
mate model, in order to determine climate sensitivity parameters separately for each impact compo-
nent (Ponater et al., 2005; 2006). It is important to note that the calculation of a statistically 
significant surface temperature response ( Tsurf) requires, in most cases, a scaling of the forcing 
perturbation, as the unscaled RFs generally range well below 0.1 Wm-2 for present day conditions 
(Penner et al., 1999; Sausen et al., 2005). The results for the individual climate sensitivity and effi-
cacy values are shown in Table 3: 

Table 3: Results (global annual averages) from aircraft climate sensitivity simulations. CO2 and CH4 perturbations were 
normalised to 1 Wm-2. Two aircraft O3 perturbations of the Grewe et al. (2002, their Fig. 3) type (i.e., for year 2015) 
were used in two separate simulations. The perturbations for contrails and for H2O were artificially scaled by factors 
between 50 and 80, relative to actua1 present day conditions. See Ponater et al. (2005, 2006) for more details. 

 CO2 CH4 O3(1) O3(2) H2O contrails 
RF (Wm-2) 1.00 1.00 0.059 0.062 0.06 0.19 

Tsurf (K) 0.74 0.86 0.060 0.071 0.05 0.08 
 (K/ Wm-2) 0.74 0.86 1.02 1.15 0.83 0.43 

r 1 1.18 1.37 1.55 1.14 0.59 

As expected some r values differ significantly from unity. Aircraft ozone changes have a by 40 % 
higher efficacy, while the climate sensitivity of contrails is considerably lower than the reference 
value. Figure 1 shows the corresponding zonal mean RFs, and zonal mean cross sections of the at-
mospheric temperature response. Note the specific characteristics of aircraft ozone, water vapour, 
and contrail perturbations with respect to the latitudinal profile and the combination of longwave 
and shortwave radiative components. Moreover, contrail RF is extremely variable on short time 
scales, and ozone RF includes strong seasonal variability. While we emphasise that equations (1) 
and (2) may be applied only for global and annual means, the three-dimensional climate simulations 
basic to the averaged values of Table 3 offer ample opportunity to investigate local forcings and 
feedbacks and to discuss their relevance for the global response in each case (e.g., Stuber et al., 



PONATER et al.: Climate sensitivity of radiative impacts from transport systems 193

2005; Ponater et al., 2005). Still, the current level of process understanding needs to be advanced 
and available knowledge on, e.g., model dependency issues is very sparse. In particular, important 
aspects of the interaction between aerosols, clouds and radiation are little explored. Even the sign of 
the indirect impact of aircraft emitted soot on climate is currently unknown (Hendricks et al., 2005). 

Figure 1: Zonal mean radiative forcing profile (Wm-2, left) and zonal mean temperature reponse (in K, right) 
caused by various aircraft impact components as simulated with the ECHAM4 GCM. Note that the actual 
aircraft induced perturbations had to be scaled (see Table 3, and main text). Annual averages of forcing and 
response are shown. The essential part of the temperature response is statistically significant. 

4 EFFICACY OF TRANSPORT CLIMATE COMPONENTS 

The generalisation of the efficacy concept outlined in Section 2 to all transport related emissions, as 
it is intended in the QUANTIFY project, will add further complexity. First, aerosol induced forc-
ings and feedbacks form a main part of the total effect for surface sources (this is particularly true 
for ships), and it is largely unknown how the aerosol-cloud interaction effects discussed in the con-
text of Table 2 will manifest globally, if the perturbations are restricted to certain geographical re-
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gions. This subject will be one of the central issues in QUANTIFY. Second, for both aerosols and 
ozone the individual spatial structure of the perturbation is likely to create an individual efficacy 
value. Figure 2 illustrates how different, e.g., the ozone change patterns of the different sectors of 
transport can be expected to be, and in view of the results shown in Table 1 this is almost certain to 
modify the climate sensitivity. However, if the approach we follow is to make sense, the climate 
sensitivity must remain well-defined, in reasonable limits, for each contributing perturbation. 

Figure 2: Annual mean ozone change induced by NOx emissions from road transport, ship transport, and 
aviation, for typical 1990ies conditions. Values indicate fraction of the total ozone concentration (in %). Re-
sults are extracted from the interactive chemistry-climate model simulation discussed by Dameris et al. 
(2005) Contributions from individual NOx sources were separated according to the Grewe (2004) method. 
Contour lines are 1, 2, 3, 5, 10, 20 %. 

This requires, above all, a high degree of linearity for each contribution, i.e., the efficacy values in 
equation (2) must not depend significantly on the magnitude of RF. Otherwise any scaling, as has 
been done for the aviation perturbations discussed in Section 3, is prohibited and our concept would 
be bound to fail. Therefore, extra linearity checks are intended in QUANTIFY. Third, if distinctive 
efficacy values can indeed be determined for each contribution it will be necessary to identify the 
degree of additivity, if the components are recombined to yield an efficacy for the total effect (ei-
ther for each single transport sector, or for the gross effect of total transport). Respective non-
linearities have been reported, e.g. for the overall interaction of greenhouse gas and aerosol forcing 
(Feichter et al., 2004). If such evidence consolidates, a sufficient understanding must be developed 
in order to arrive at a reasonable synthesis of the separate forcing, efficacy, and response results, 
and in order to eventually convert our knowledge of climate interaction processes to assessment 
numbers that are reliable enough to be translated into damage functions or other measures of socio-
economic impact (see contribution by Shine, this volume). 
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ABSTRACT: In order to validate Simple Climate Models (SCMs), the response of the Atmosphere 
Ocean General Circulation Model (AOGCM) CNRM-CM3 to specific forcing scenarios is studied. 
Upon pre-industrial background conditions, a sudden perturbation in the solar constant or the CO2
concentration was applied, followed by an exponential decay of the perturbation. Identical experi-
ments performed with SCMs allow than a validation of the SCMs parameters. 

The CNRM-CM3 model is a global coupled climate model which consists of an atmosphere general 
circulation model, an ocean general circulation model, and a sea ice model. In addition to the vali-
dation of SCMs, these experiments can also be used to better understand the characteristics of 
AOGCMs. The atmosphere and ocean show clearly distinct response times to the forcings. Where 
the response time for the atmosphere is between 5 and 10 year, the response time for the ocean var-
ies between 60 and 120 year. Furthermore, the influence of the initial conditions is not very large 
and the response time of the ocean is not very robust with respect to the length of the perturbation. 

Comparison with results from earlier simulations with the CNRM-CM3 model where the CO2 con-
centration was increased in a gradual way show that, although the forcing scenarios used in these 
new simulations are strongly transient, they can give valuable information about the characteristics 
of the model. 

1 INTRODUCTION

AOGCMs are the most accurate models to study the effect of different emission scenarios on the 
Earths climate. However, these models are too computationally expensive to be used for large sets 
of emission scenarios. Simple Climate Models (SCMs) which are computationally less expensive 
(and therefore also less accurate) can be used to study the impact of a large set of emission scenar-
ios. Such models therefore allow to study the impact of separate transport sectors and to make sen-
sitivity studies.

In a first step, the SCMs should be validated. Performing a limited set of dedicated experiments 
as well with the SCMs as with the AOGCMs could allow an interesting comparison between the 
behaviour of the SCMs and the AOGCMs. Two types of experiments which have a quite different 
impact on the atmosphere are chosen: changing the solar constant and changing the CO2 concentra-
tion. Changing the solar constant affects the short-wave radiation and is felt mostly at the Earths 
surface; changing the CO2 concentration affects the thermal infrared radiation and is initially felt 
mostly in the middle of the troposphere. The AOGCM experiments are performed with the Unified 
Model (UM) by the University of Reading, and with the CNRM-CM3 model by the CNRM. In a 
second step, the SCMs can be used to run a large set of climate simulations. 
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The aim of this paper is to discuss the results from the climate scenario experiments obtained 
with the CNRM-CM3 model. Although these experiments are aimed to contribute to the validation 
of SCMs, the results of these experiments have also an intrinsic value. How differs the response to 
the solar forcing from the response to the CO2 forcing? What is the response time of the model to 
these perturbations? What is the influence of the initial conditions on the response? Is the response 
time different for the ocean and the atmosphere? 

This paper restricts itself mainly to the analysis of the time series of globally averaged annual 
mean values. In Section 2, we describe the experiments and the CNRM-CM3 model. In Section 3 
we describe the results of the simulations, and in Section 4 we discuss the characteristics of the 
model response. 

2 MODELS AND EXPERIMENTS 

The CNRM-CM3 model is a global coupled climate model (Salas-Mélia et al., 2006). The system 
includes ARPEGE-Climat 3, which is the atmospheric part of the system (developed at CNRM), the 
OPA 8.1 ocean model (IPSL/LOCEAN, Paris, France), the GELATO-2 dynamic and thermody-
namic sea ice model (CNRM) and the TRIP river routing scheme (University of Tokyo, Japan). 
These models are coupled together with OASIS2.2 (Terray et al., 1998). This software ensures that 
space interpolations between the different model grids and time synchronisation of the models are 
correct.

ARPEGE-Climat version 3 is fully described in Déqué et al. (1999) and Gibelin and Déqué 
(2003). The representation of most variables is spectral (T63 triangular truncation), while the phys-
ics are calculated on a 128 x 64 grid (about 2.8° resolution in longitude and latitude). This grid is 
reduced near the poles. The model contains 45 layers and the topmost layer is located at 0.05 hPa in 
order to correctly represent the atmospheric circulation in the stratosphere. 

The OPA8.1 ocean model was developed by IPSL/LOCEAN (Paris, France) and is described in 
detail by Madec et al. (1998). It is used in its global configuration (182 x 152 points in the horizon-
tal, without any North Pole singularity), i.e. about 2° resolution in longitude, while in latitude, its 
resolution varies from 0.5° at the equator to roughly 2° in polar regions. On the vertical, a z-
coordinate is used (31 levels with 10 levels in the upper 100 m) is used. 

The GELATO model was developed at CNRM and its second version is described in detail by 
Salas-Mélia (2002). The time step is 24 hours. GELATO-2 is a multi-category ice model (thickness 
dependant), and in CNRM-CM3, four categories were considered: 0-0.3m, 0.3-0.8m, 0.8-3m, and 
3m or more.  

The land surface scheme ISBA (Interactions Soil Biosphere Atmosphere) is used. The total run-
off is converted into river discharge and transported to the ocean using the TRIP (Total Runoff In-
tegrated Pathways) river routing system developed by T.Oki (Oki and Sud, 1998; Chapelon et al., 
2002). The time step used in TRIP in the framework of CNRM-CM3 is 3 hours. 

ARPEGE-Climat contains a parameterisation of the homogeneous and heterogeneous chemistry 
of ozone (Cariolle and Déqué, 1986; Cariolle et al., 1990). 

A set of experiments (see Table 1) is performed with perturbations to CO2 and the solar constant. 
They are represented by the letters C and S respectively. The perturbations consist in a sudden in-
crease in CO2 or the solar constant at time t0 followed by an exponential decrease with a relaxation 
time f of 2 or 20 year. The time evolution of x(t) (which denotes either the CO2 concentration or ei-
ther the solar constant) can then be described by 
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where xb = background value; and xa = amplitude of the perturbation. The amplitude of the pertur-
bations are chosen to give a comparable radiative forcing of around 10 Wm-2 at t0. Therefore the so-
lar constant was increased by 4.2 % (S20, S2 and S2b), and the pre-industrial CO2 concentration of 
286.2 ppmv was multiplied by a factor 6.5 (C20 and C2). In the experiment C2x where f =
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(which corresponds with a step forcing), the CO2 concentration is only multiplied by two. The con-
centration of other green house gases (N2O, CH4, CFC’s, …) are kept constant at their pre-industrial 
value. The initial conditions are taken from a reference simulation R performed with the same 
model under pre-industrial conditions. All simulations use the same initial conditions, except S2b. 
The CNRM-CM3 model is run for 100 year in C20 and S20, for 90 year in C2x, and for 50 year in 
C2, S2, and S2b. 

We will show mainly the anomaly due to the perturbation, i.e. the difference between the simula-
tions in Table1 and the reference simulation R. 

Table 1 Overview of the different simulations. 

Relaxation time ( f) C (CO2) S (Solar) 
20 year C20 S20 
2 year C2 S2, S2b 

 C2x  

3 RESULTS

3.1 The atmosphere 
Time series of the anomaly in the surface (2m) air temperature are shown in Figure 1. For C20 and 
S20 (Fig.1, left panel) the response shows a strong increase in the first 5 year, a maximum between 
5 and 15 year after t0, and later a smooth decay. This smooth decay at the end is very similar to the 
shape of the forcing. The increase in the surface temperature is stronger in C20 than in S20. The re-
sponses of C2, S2 and S2b (Fig. 1, right panel) show a similar behaviour, although the maximum 
anomaly is much smaller, and the maximum is reached after 2 or 3 year. The initial increase is very 
short, and only a few data points during this increase are available. In accordance to C20 and S20, 
the anomaly in C2 is bigger than in S2 and S2b. The different initial conditions for S2 and S2b do 
not lead to a large difference: the maximum anomaly is very similar.  

Figure 1: Anomaly of the surface (2m) air temperature. The left (right) panel gives the response when the re-
laxation time of the perturbation is 20 (2) year. Notice the different horizontal scale in the two panels. 

Many other variables in the atmosphere (not shown) show a very similar behaviour as the surface 
(2m) air temperature. However, due to the disequilibrium at time t0, there is also a fast response in 
C20 and C2: the liquid precipitation, the latent heat flux, and the top net long-wave radiation, show 
an immediate response which is opposite to the later response. Further, one finds a decrease in the 
cloud amount and an increase in the precipitation amount. 
3.2 The ocean 
Figure 2 shows the anomaly in the ocean temperature in C20 and S20. The maximum anomaly is 
reached after 40 to 50 year in C20, and after 35 year in S20. In a second phase, the ocean tempera-
ture anomaly decays in a regular way.  
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Figure 2: Anomaly of the ocean temperature for C20, S20 and C2x (left), and C2, S2, and S2b (right). Notice 
the different temperature scales. 

Figure 3 shows the evolution of the vertical profile of the heat content anomaly in the ocean for 
C20. One clearly sees a maximum in the response at the depth of around 700 m after 50 to 60 year. 
At the surface there is a limited heating, during the first 20 year of the simulation. It takes a long 
time before the ocean actually starts heating. The heat is kept in a region below the mixed layer. In 
the last phase, one can also notice the start of the disappearance of the anomaly. 

Figure 3: Profile of the ocean heat content anomaly in C20.  

4 DISCUSSION

4.1 Response time of the atmosphere and the ocean 
To study and interpret the time series, we use a simple model that describes rather well the re-
sponse. The relation between the forcing x(t) and the response y(t) of this simple mode is 

xfy
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 (2) 

where f = sensitivity; and s = response time. If the forcing is given by Equation 1, then the solution 
of Equation 2 is described by 
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This simple model allows us to derive the response time s of the system. By fitting the curve sug-
gested in Equation 3 through the observed time series, we find that the response time of the atmos-
phere derived from C20 and S20 lies for many variables between 5 and 10 year. The results from 
the curve-fitting are also indicated in Figures 1 and 2.  

Table 2 gives the response time of the mean ocean temperature, derived in the different experi-
ments. From the C20 and S20 experiments, a relaxation time of respectively 117 and 70 year has 
been derived. C2, S2 and S2b all give a relaxation time around 30 year. Apparently there is a strong 
difference depending on the relaxation time of the forcing. The results from C2, S2 and S2b should 
be taken with care, because the values in the time series of the anomalies fluctuate very strongly. 
Therefore we have for C2, S2 and S2b only used the first 25 year of the time series to do the curve 
fitting.  

Table 2: Response time of the ocean temperature. 

Experiment Relaxation time (year) 
C20 117 
S20 70 
C2 32 

C2x 61 
S2 25 

S2b 30 

In general, the response time of the ocean should be taken with care. In the reference simulation R, 
the ocean temperature shows a linear decrease of -0.08 °C / century. This trend has to be compared 
with the observed decreases in the model simulations and might complicate the interpretation of the 
ocean relaxation time. 
4.2 Influence of the initial conditions 
Concerning the influence of the initial conditions, Table 3 gives for a selection of atmospheric vari-
ables the maximum anomaly for the S2 and S2b simulations. These two simulations have the same 
forcings but different initial conditions. The values for most variables differ not more than 10 to 20 
%, and their difference is often significantly smaller than the inter-annual variability (Table 3, last 
column). Only the anomaly in the high cloud amount seems to be quite different in the two simula-
tions.

Table 3: Maximum anomaly for different variables in S2 and S2b. The last column shows the inter-annual variability in 
the reference experiment R.  

  S2 S2b R (inter-annual variability ) 
Surface (2m) air temperature °C 1.12 1.17 0.17 
Liquid precipitation mm day-1 0.089 0.114 0.018 
Solid precipitation mm day-1 -0.0091 -0.011 0.0030 
Total cloud amount % -0.85 -0.84 0.27 
Low cloud amount % -0.86 -0.92 0.34 
Medium cloud amount % -1.04 -1.06 0.21 
High cloud amount % -0.45 -0.92 0.21 
Surface latent heat flux W m-2 0.85 0.97 0.44 
Surface sensible heat flux W m-2 -0.18 -0.17 0.14 
Sea surface temperature °C 0.88 0.84 0.13 

For the ocean temperature (Fig. 2, right panel), one can see that the initial conditions have a very 
small effect on the maximum anomaly. 
4.3 Comparison with other experiments 
With the CNRM-CM3 model many other experiments have been performed. Two interesting ex-
periments are simulations where the CO2 concentration is increased gradually by 1 % per year till a 
doubling (Cg2) or a quadrupling (Cg4) is reached, after which the concentration is kept constant 
(Figure 4, left panel). The surface (2m) air temperature from the pulse experiment C20 and from 
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these experiments is compared. If one assumes that the response of the model to some forcing is 
linear, the response to an arbitrary forcing x(t) can be found by convoluting this arbitrary forcing 
with the response of the pulse experiment 

t
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ttHxx
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Hty
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where H(t) = the response to the pulse perturbation. In the right panel of Figure 4, the response of 
the different experiments C20, R, Cg2 and Cg4 is indicated, together with the result of the convolu-
tion. For Cg2 the correspondence between the convolution and the real simulation is rather good, 
although the trend on the long term is lacking. For Cg4, the convolution gives much higher values 
than the real simulation, due to the fact that the perturbation experiment is seen as a perturbation in 
the CO2 concentration, and not in the logarithm of the CO2 concentration. Assuming a linear rela-
tion between the temperature change and the logarithm of the CO2 concentration, one finds results 
which for the Cg4 simulation agree much better. 

Figure 4: Left: different scenarios for the CO2 concentration. Right: surface (2m) air temperature response in 
C20, C2g, and Cg4. The straight lines are the results of the convolution
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ABSTRACT: Simplified climate models can be used to calculate and to compare temperature re-
sponse contributions from small forcings without the need for considerable computer resources. A 
linear climate response model using Green’s functions has been formulated to calculate radiative 
forcing (RF) and the global mean temperature response from aviation. The model, LinClim, can 
calculate aviation RF for CO2, O3, CH4, water vapour, contrails, sulphate and black carbon aerosols. 
From these RFs, temperature responses may be calculated for individual effects in order to deter-
mine their relative importance by applying preliminary values for efficacies. The LinClim model is 
tuned to reproduce the dominant mode of its parent coupled atmosphere-ocean GCM, 
ECHAM4/OPYC3. LinClim is able to reproduce the IPCC (1999) 2050 aviation-related forcings. 
The model is shown through some example application analyses to be a useful tool for exploring 
the effects of aviation on RF and temperature response. 

1 INTRODUCTION

Aircraft emissions may influence climate from a number of emissions and effects. These effects 
have been reviewed and assessed in the Intergovernmental Panel on Climate Change (IPCC) Spe-
cial Report ‘Aviation and the Global Atmosphere’ (IPCC, 1999). More recently, Sausen et al., 
(2005) gave an update to the IPCC results on the aviation's impact on climate by means of the met-
ric ‘radiative forcing of climate’. This metric has been adopted by the IPCC (IPCC, 1990) and the 
scientific community to assess different anthropogenic effects on climate. The RF concept has 
proven useful as there is an approximately linear relationship between the global mean radiative 
forcing (RF) and the associated equilibrium global mean surface temperature change ( Ts), i.e.: 

FRTs  , (1) 

where  is the climate sensitivity parameter (unit K/Wm-2). For many years  has been considered 
being a model constant, independent of the type of forcing. More recently, in a number of studies, it 
has been shown that  is to some extent also dependent on the type of perturbation, in particular for 
non-homogeneously distributed climate change agents, e.g., aircraft-induced O3 perturbations (Han-
sen et al., 1997; Forster and Shine, 1997; Ponater et al., 1999; Joshi et al., 2003). This is sometimes 
denoted the ‘efficacy’ (Hansen et al., 2005) and is defined as: 

2/ COiir  , (2) 

where i and CO2 are the climate sensitivity parameters associated with perturbations of the climate 
change agent i and of CO2, respectively. Considering also the efficacy, eq. (1) modifies to 

FRrT COis 2  . (3) 
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The ideal way to explore climate scenarios would be to perform simulations with general circula-
tion models (GCMs). However, GCMs are very complex and computationally demanding: a sce-
nario may need to be run (depending on the climate perturbation) for decades of simulation time 
taking processing time in the order of weeks to months on a high performance computer (in particu-
lar if chemistry is included). The necessity for long simulation periods arises from climate inertia 
effects and the requirement to separate signal from noise. For aircraft perturbations that are rela-
tively small, this is a particularly difficult problem. In order to overcome the high computational 
costs associated with determining environmental responses with GCMs, simplified climate response 
models may be used. Such models are generally tuned or parameterized to reproduce the main char-
acteristic responses of GCMs (such as the temporal evolution of the global mean near surface tem-
perature) and have been used extensively by the IPCC to explore the impacts of a large range of 
climate scenarios (IPCC, 2001). 

Sausen and Schumann (2000) (hereafter referred to as S&S 2000) demonstrated that some of the 
global mean environmental responses to particular engine technology development scenarios could 
be conveniently explored with a simple linear climate response model that was computationally ef-
ficient. This model went beyond RFs to compute temperature responses over various timescales. 
Using temperature response rather than RF allows an examination of the effects of ri by looking at 
the time-development of changes in Ts, and an assessment of the relative merits of abatement 
technologies in terms of climate protection. 

In this paper, a simplified climate response model, LinClim, which builds upon the approach of 
S&S (2000) is presented. The scope of the model has been expanded to include the full suite of 
aviation-specific effects identified by the IPCC (1999). These include RFs and temperature re-
sponse formulations for CO2, formation of O3 and CH4 destruction due to NOx, water vapour, con-
trails, sulphate, soot and indirect clouds. 

2 MODEL DESCRIPTION 

The modelling approach adopted was to calculate the emissions and subsequent concentrations of a 
climate gas, calculate its RF, and then to calculate the Ts due to the RF using a simplified climate 
response function. LinClim includes formulations which are consistent with either the IPCC (1999) 
or TRADEOFF (Sausen et al., 2005) data (denoted ‘99’ and ‘TO’, respectively). For methodologies 
that involves reference year scaling, the values may be obtained from various sources. 
2.1 Carbon dioxide (CO2)
In order to calculate the full CO2 contribution to RF and temperature response, historical fuel and 
extrapolation out to 2100 were calculated using S&S (2000) methodology. Emissions of CO2 are 
then calculated using carbon mass fraction of 0.86 for aviation fuel (S&S 2000). The response of 
CO2 concentrations to an emissions rate is modelled using Hasselmann et al., (1997), which ap-
proximates to the results of the carbon cycle model of Maier-Reimer and Hasselmann (1987). 

The RF of a CO2 increase is dependent upon the reference concentration because of spectral 
saturation, such that in calculating the impacts of CO2 from aviation, it is necessary to know the 
‘background’ RF. Historical CO2 concentration data from 1800 until 1995, and thereafter until 2100 
from IPCC scenario IS92a (all natural and anthropogenic sources including aircraft emissions) were 
used as background (S&S 2000). The contribution of aviation CO2 concentrations are calculated 
explicitly, the concentration being assumed to be the difference between background and aviation 
concentrations. The RF of CO2 may then be calculated using the simplified expression adopted by 
IPCC (1997) or IPCC (2001). 
2.2 NOx-induced ozone (O3) and methane (CH4)
The aviation O3 and CH4 RF methodology assumes that there is a linear relationship between avia-
tion NOx emissions and O3 (and indirect CH4) RF changes (IPCC, 1999), i.e.: 
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where Ea is the aircraft fuel burnt per year, and EINOx is the emissions index of nitrogen oxides per 
mass of fuel burnt. 
2.3 Water vapour (H2O) 
Similar to the calculation of aviation induced O3 and CH4, a simplified linear approach is taken for 
water vapour where the RF scales linearly with fuel use, i.e.: 
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2.4 Line-shaped contrails 
Contrails RF is assumed to scale with fuel burn and an additional factor, F, to account for the evolu-
tion of fleet and flight routes over time (IPCC, 1999) and F was then derived by scaling this RF 
value to the published values in IPCC (1999) for the years 2015 and 2050. Post 2050, F is assumed 
to be constant. The F values are summarized in Table 1. 

Table 1: Correction factor, F to account for fleet evolution and flight routes 

Year Technology 1 Technology 2 
1992 1.00 1.00 
2015 1.48 1.48 
2050 1.70 1.64 

2.5 Sulphate (SO4) and soot (BC) particles 
Aviation SO4 particle emissions were derived from the sulphur content of fuel, as in eq. (6), where 
ESO4 (t) is the aviation emissions at time t (Tg S), EISulphur is the emissions index 0.0004 kg S per kg 
fuel,  is the effective conversion factor from fuel-sulphur to optically active sulphate, following 
IPCC (1999), we adopt  = 50%.

)()(4 tEEItE aSulphurSO  (6) 

Aviation soot (black carbon, BC) is calculated using eq. (7), where EBC (t) is the aviation emis-
sions at time t (Tg BC) and EIBC is the emissions index 0.00004 kg black carbon per kg fuel (IPCC, 
1999).

)()( tEEItE aBCBC  (7) 

RF for particles is scaled to the respective particle emissions and externally calculated RF. 
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2.6 Aviation-induced cirrus 
Similar to the water vapour RF calculation, it is assumed that RF of aviation-induced cirrus scales 
with fuel usage. However, due to the large uncertainties in aviation-induced cirrus calculation (c.f., 
Sausen et al., 2005; or Mannstein and Schumann, 2007), we refrain from including the contribution 
from this effect in the final results. 
2.7 Temperature response 
The temperature response approach was devised by Hasselmann et al., (1993) and has been widely 
used thereafter (e.g., Hasselmann et al., 1997; S&S 2000). The formulation presented by S&S 
(2000) has been rearranged to include the perturbation’s efficacy: 
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where Ti is the temperature response (K) due to perturbation i. ri is the associated efficacy, CO2 is 
the CO2 climate sensitivity parameter (K/Wm-2) of the parent GCM, RFi is the associated radiative 
forcing (Wm-2). The revised Green’s function is )(ˆ tGT ,  is the lifetime (e-folding time) of a tem-
perature perturbation (years). The current version of LinClim is tuned to reproduce the transient be-
haviour of the full-scale atmosphere ocean model ECHAM4/OPYC3 (Roeckner et al., 1999). The 
value of CO2 is 0.64 K/Wm-2 and  is 37.4 years. The values for ri are summarized in Table 2. 

Table 2: Efficacies, ri

Perturbation Reference ri (range) 
CO2, SO4, BC  1 
Aviation O3 Ponater et al., 2006 1.37 (1 – 2) 
CH4 Ponater et al., 2006 1.18 (1 – 1.2) 
H2O Ponater et al., 2006 1.14 
Contrails Ponater et al., 2006 0.59 

3 APPLICATION 

The aviation RF results from LinClim using the ‘99’ parameters (scaled to IPCC (1999) reference 
values parameters summarized in Table 3), denoted as LC-99, are presented in Table 4. The IPCC 
(1999) results are basically reproduced. The deviations in RFCO2 result from a slightly different CO2
concentration. There were noticeable differences in the 1992 RFO3 and RFContrails. This is due to the 
difference in the 1992 fuel burnt in LinClim (165.1 Tg from S&S, 2000) and the IPCC (1999) 
(160.3 Tg). Small differences were yielded also for RFO3 and RFCH4 in future years. This is because 
the IPCC (1999) RFO3 and RFCH4 results were obtained from CTM runs, whereas the results from 
LC-99 were simply scaled to the NOx emissions. 

Table 3: Reference year (1992 and 2000) parameters used in the example applications 

Parameter Unit Reference values in 1992 
(used in LC-99) 

Reference values in 2000 
(used in LC-TO) 

Ea Tg/Yr 160.3* 169.0†

ESO4 Tg S 0.032* 0.0338‡

EBC Tg BC 0.006* 0.0068‡

EI NOx g NO2/kg fuel 12.0* 12.7†

RFO3 W/m2 0.023* 0.0219‡

RFCH4 W/m2 -0.014* -0.0104‡

RFH2O W/m2 0.0015* 0.0020‡

RFContrails W/m2 0.020* 0.0100‡

RFSO4 W/m2 -0.003* -0.0035‡

RFBC W/m2 0.003* 0.0025‡

*IPCC (1999), †Gauss et al. (2006), ‡Sausen et al. (2005). 

A second set of parameters from the TRADEOFF study (Sausen et al., 2005) were used to form 
an updated version of LinClim, denoted as LC-TO (Table 3). These updated results (see Table 4) 
show that the contribution of aviation RF is lower than in the previous assessments, both for 1992 
and for future scenarios. 

Figure 1 shows the total aviation RF (without aviation-induced cirrus) and the associated tem-
perature changes (with and without considering the efficacies) for scenario Fa1 calculated using 
LinClim with the TRADEOFF parameters (LC-TO). It is interesting to note the role of efficacies in 
the temperature prediction. Using an efficacy of 1 for all perturbations, the temperature response is 
approximately the same as the prediction including individual efficacy values for specific perturba-
tion (as listed in Table 2). By chance, the larger contributions from O3 and H2O are offset by the 
smaller contribution from contrails and the more negative contribution from CH4. However, by 
changing the efficacy of O3 to the lower (rO3 = 1) and upper (rO3 = 2) bounds, the temperature re-
sponse is 20% lower (rO3 = 1) or 33% higher (rO3 = 2) than the case where rO3 = 1.37 (as in Table 2) 
at 2100. This shows that the role of efficacies may become increasingly important in determining 
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the tradeoffs between different engine technology options, in particular with respect to NOx which 
causes component impacts of high efficacy. 

Table 4: RF comparison of LinClim with the IPCC (1999) parameters (LC-99) and with the TRADEOFF parameters 
(LC-TO). (Cont. = Contrails) 

Radiative forcing (W/m2) 
Scenario

Data
source

CO2
(ppmv) CO2 O3 CH4 H2O Cont. SO4 BC Total 

IPCC 1.0 0.018 0.023 -0.014 0.002 0.020 -0.003 0.003 0.049 
LC-99 1.3 0.022 0.024 -0.014 0.002 0.021 -0.003 0.003 0.054 

NASA-
1992

LC-TO 1.3 0.019 0.020 -0.012 0.002 0.010 -0.003 0.002 0.038 
           

IPCC 2.5 0.038 0.040 -0.027 0.003 0.060 -0.006 0.006 0.114 
LC-99 2.8 0.044 0.052 -0.032 0.003 0.060 -0.006 0.006 0.128 

NASA-
2015

LC-TO 2.8 0.038 0.044 -0.025 0.004 0.028 -0.007 0.005 0.087 
           

IPCC 6.0 0.074 0.060 -0.045 0.004 0.100 -0.009 0.009 0.193 
LC-99 6.3 0.080 0.086 -0.052 0.004 0.100 -0.009 0.009 0.218 

FESGa
(tech1) 
2050 LC-TO 6.3 0.068 0.073 -0.044 0.006 0.047 -0.010 0.007 0.147 
           

IPCC 6.1 0.075 0.047 -0.035 0.005 0.100 -0.009 0.009 0.192 
LC-99 6.4 0.081 0.066 -0.040 0.005 0.100 -0.009 0.009 0.212 

FESGa
(tech2) 
2050 LC-TO 6.4 0.069 0.057 -0.027 0.006 0.047 -0.010 0.007 0.149 

Figure 1: Aviation RF and associated temperature changes (with and without considering the efficacies) for 
scenario Fa1 

4 CONCLUSIONS AND FURTHER WORK 

The RF and temperature response results of the simple climate response model, LinClim, are pre-
sented. LinClim is able to predict the temperature response from the full suite of aviation perturba-
tions. The present day and future scenario RF results compared well with the published IPCC 
(1999) values. LinClim’s RF results are not intended to replace other RF estimates, but are rather 
used to describe the contribution of individual impact components to the total aviation effect for 
transient emission scenarios. In future work the model will be applied more extensively to various 
technology and growth scenarios to understand the role of aviation and by how technology im-
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provements may be best targeted. Moreover, the model will also be useful in exploring more appro-
priate climate metrics than RF for policy applications. 
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ABSTRACT: A simplified global climate response model was used to calculate radiative forcings 
and temperature responses from the emissions of shipping. Radiative forcings were calculated for 
2000, which were: 0.043 W m-2 (CO2); 0.021 W m-2 (O3); -0.011 W m-2 (CH4). If these forcings are 
combined with literature values for SO4, black carbon and the indirect aerosol effect, a total forcing 
of -0.08 W m-2 was calculated. Comparing the 2000 CO2 shipping radiative forcing and temperature 
responses with those for aviation showed them to be approximately 1.8× and 2.7× greater. 

1 INTRODUCTION 

Ocean-going shipping provides an important means of international transportation of goods, along 
with other purposes such as fishing, leisure transport etc. Shipping has been operational on an inter-
national scale since approximately the industrial revolution, initially as sail ships, then steam ships 
powered by coal. Since circa 1910, diesel engines were introduced. By 1961, there were still over 
10,000 steam engine powered ships and ~3,500 steam turbine powered ships in operation. 

The combustion of coal and diesel results in a variety of emissions including carbon dioxide 
(CO2), oxides of nitrogen (NOx), carbon monoxide (CO), methane (CH4), other non-methane vola-
tile organic compounds (VOCs) and particles. In addition to sulphate particles (SO4) resulting from 
SO2 emissions, ships also release black carbon (BC) and particulate organic matter (POM).  

These emissions contribute to perturbation of the global carbon, sulphur and nitrogen budgets. 
They result in both direct warming effects from CO2 and CH4, potential indirect warming effects 
from the emission of ozone (O3) precursors (NOx, CH4, CO and VOCs) and indirect cooling effects 
from shipping emissions of NOx, which increases OH resulting in a reduction in CH4 lifetime (En-
dresen et al., 2003; Eyring et al., 2007). The increases in SO4 and BC concentrations also have di-
rect but opposing effects resulting from enhanced scattering and reflection of solar radia-
tion/downwelling of long-wave radiation and an indirect effect from the formation of ‘ship tracks’ 
(e.g. Schreier et al., 2006) and large-scale low marine clouds (Capaldo et al., 1999). 

In this work, the global mean radiative forcing (RF) and temperature response from shipping 
emissions was calculated for most of the forcing agents. A climate response model was adapted to 
deal with shipping radiative effects in a parameterized way from a similar model developed for 
evaluating global mean aviation effects (Lim et al., 2007), which in turn was developed from the 
simpler model of Sausen and Schumann (2000). Such climate response modelling was originally 
developed by Hasselmann et al. (1993), which has been adapted for a variety of applications. 

Since much research has been dedicated to understanding the response of the climate system to 
aircraft emissions, some simple comparisons are made between the two transportation sectors and 
projected emissions scenarios in the future. 
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2 METHODOLOGY

In this section, the emissions estimations are summarized and details of the climate response model 
provided that are particular to the quantification of shipping RF and temperature responses. 
2.1 Emissions
Present day shipping emissions are taken from Eyring et al. (2005a; hereafter EY2005a) for CO2,
NOx, VOCs, CH4 and CO. Historical emissions from shipping were taken from two different 
sources for comparison. EY2005a calculated emissions from 1950 to 2001. However, engine-driven 
shipping has a much longer history that dates back to circa 1870. For earlier shipping emissions, 
shipping emissions data are taken from Endresen et al. (2007). Two estimations of shipping CO2 ra-
diative forcing can be made to 2000; one using the data of Endresen et al. (2007; hereafter EN2007) 
and another using these data from 1870 to 1950 combined with EY2005a from 1950 to 2000. 

For future emissions, Eyring et al. (2005b) provided estimations according to four demand sce-
narios (DS1-DS4) and four technology scenarios (TS1-TS4) to 2050. However, in order to better 
represent the climate response, transient runs to 2100 are needed. Therefore, the central de-
mand/technology scenario (DS1-TS4) of Eyring et al. (2005b) has been extrapolated out to 2100. 

For the comparison with aviation, a full historical and projected scenario of emissions from 1940 
through to 2050, extrapolated out until 2100 has been taken from Sausen and Schumann (2000). 
2.2 Climate response model 
The LinClim climate response model (Lim et al., 2007) has been adapted to calculate RFs and tem-
perature responses from shipping emissions. The contribution of shipping emissions of CO2 to con-
centrations was calculated according to the method of Hasselmann et al. (1997) and these were sub-
tracted from historical ‘background’ CO2 concentrations up until 1995, thereafter using 
concentrations from the IS92a scenario to 2100. The CO2 RF was then calculated from the CO2
concentrations according to the method of IPCC (2001). The temperature response was calculated 
via a convolution integral method (Hasselmann et al., 1993) using an updated fit to the parent 
GCM, ECHAM4/OPYC3 (Lim et al., 2007). 

For CH4, a global mean mass balance equation was used, which accounts for changes in CH4
lifetime from tropospheric, stratospheric and soil sinks (Wigley et al., 2002). The tropospheric life-
time, OH, was determined from Equation [1] (IPCC, 2001). 

tttXttOH VOCeCOeNOeC 000315.0000105.00042.0)ln(32.0ln 1  [1] 

where ( OH)t is the tropospheric sink at time t (yr), (e-NOx)t are the anthropogenic NOx emissions at 
time t (Tg(N)/yr), (e-CO)t are the anthropogenic CO emissions at time t (Tg/yr), and (e-VOC)t are
the anthropogenic VOC emissions at time t (Tg/yr) 

It was assumed that all changes in lifetime, concentration and emissions are relative to the year 
2001. It was also assumed that the natural emissions of CH4, NOx, CO and VOC remain constant. 
The mass balance equation predicts background CH4 and the same equation was used to calculate 
the shipping component, using the difference between background and shipping emissions of NOx,
CO, CH4 and VOCs in Equation [1]. 

The RF arising from the CH4 perturbation was calculated from the method presented by IPCC 
(2001) which accounts for N2O overlap. 

0000)(CH ,,
4

NCfNCfCCRF tt   [2] 

where   is 0.036, Ct is the CH4 concentration at time t (ppbv), C0 is the pre-industrial CH4 concen-
tration (700 ppbv), N0 is the pre-industrial N2O concentration (280 ppbv) and f(C,N) is the cor-
rection for overlap with N2O: 

52.11575.05 )(1031.5(1001.21ln47.0),( NCCNCNCf   [3] 

The CH4 RF from shipping emissions was calculated from Equation [4] 
)()()(

444 shippingBackgroundCHBackgroundCHCH CRFCRFshippingRF   [4] 
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A simple relationship between a change in O3 column (Dobson Units – DU) and O3 RF was pre-
sented by IPCC (2001). The pre-industrial global mean O3 column was taken as 25 DU and histori-
cal O3 forcings were also taken from IPCC (2001) to 2000, for which the RF was estimated to be 
0.38 W m-2. The mean forcing per DU is 0.042 W m-2/DU. For future changes in column O3 the re-
lationship presented by IPCC (2001) between O3 DU and NOx, CH4, CO and VOC emissions was 
used:

tttXtt VOCeCOeNOeCH 0033.00011.0125.0)ln(0.5O 143   [5] 

where (O3)t is the tropospheric O3 at time t (DU), CH4 (ppbv), (e-NOx)t are the anthropogenic 
NOx emissions at time t (Tg(N)/yr); (e-CO)t are the anthropogenic CO emissions at time t (Tg/yr), 
and (e-VOC)t are the anthropogenic VOC emissions at time t (Tg/yr). 

It was also assumed that the natural emissions of CH4, NOx, CO and VOC remain constant. 
Therefore, the emissions scenario describes all changes in emissions. 

It was assumed that equation [5] predicts background tropospheric O3 (in DU) relative to the 
year 2001 and the same equation was used to calculate the shipping component, using shipping 
emissions of NOx, CO, CH4 and VOCs. Therefore, the O3 concentrations arising from shipping are 
assumed to be the difference between the background and shipping O3 concentrations as in Equa-
tion [5]. The RF from the O3 perturbation was calculated using Equation [6]. 

2000O3O 33
O042.0 RFRF

t
  [6] 

3 RESULTS

Two time-evolved CO2 RF responses from shipping have been calculated from the emission data-
sets (i.e. EN2007, and EN2007+EY2005a) to 2000. The emissions are shown in Figure 1a and the 
subsequent CO2 RF in Figure 1b. The time-evolution of emissions is evidently quite different over 
the period 1940 to 2000, with the estimates of EY2005a being based on interpolation of individual 
years (1950, 1960, 1970, 1980, 1995 and 2001), such that the reductions and subsequent increases 
between 1980 and 1990 as shown by EN2007 are not featured. By contrast, the emissions estimates 
of EN2007 between 1940 and 1975 are greater than those of EY2005a. These two features in the 
data have a cancelling effect in the CO2 RF (Figure 2) by 2000 such that they reach approximately 
the same value of ~0.0425 W m-2.

Figure 1. Panel a. Emissions of CO2 from shipping between 1870 and 2000 according to EY2005a and 
EN2007, including back-extrapolation from 1925 to 1870. Panel b. Radiative forcing of CO2 from shipping 
according to estimates of EY2005a and EN2007, including back-extrapolation from 1925 to 1870. 
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4 DISCUSSION 

4.1 An estimation of the total radiative forcing impact from shipping in 2000 
The model can be used to estimate RFs from shipping for CO2, O3 and CH4, and SO4. Currently, it 
does not have BC and the indirect aerosol effect implemented. If shipping RFs for 2000 calculated 
here are combined with independent estimates of these RFs not calculated in the model, an overall 
RF chart for 2000 can be given in a similar fashion (Figure 2) to those presented for aviation (IPCC, 
1999; Sausen et al., 2005). 

Figure 2. Radiative forcing from shipping effects in 2000: CO2, O3, CH4 responses as calculated with the lin-
ear response model; BC and the indirect effect from Berntsen (2004) and Capaldo et al. (1999). 

The O3 RF was calculated to be 0.021 W m-2. This is approximately twice the value of 0.0098 ± 
0.002 W m-2 calculated by Eyring et al. (2007) using a suite of chemical transport models (CTMs). 
However, the emissions used by Eyring et al. (2007) were approximately one half those (in 2000) 
used in this study (3.10 TgN instead of 6.51 Tg N yr-1), such that the response scales linearly.

Since the negative RFs from the direct effect of SO4 and the indirect effect dominate, the total 
RF is negative, implying an overall cooling on a global mean basis. However, it is questionable as 
to whether such a global mean additivity is meaningful where strong positive and negative forcings 
are involved, some of which are spatially heterogeneous – this is basically a question over the use-
fulness of the RF metric which is a subject of debate for issues such as this. An overall negative RF 
from shipping that comprises both positive and negative forcings could mistakenly be interpreted as 
either being benign, or even in extremis counteracting other positive RFs. The fallacy of this inter-
pretation is that if the sulphur in the fuel were removed, then the negative SO4 RF would disappear 
in a matter of weeks, and a similar response is possible for the overall indirect aerosol effect due to 
shipping. In such a case where S was reduced, and the RF from this effect reduced, one would still 
be left with a long-term positive RF and warming from historical CO2 emissions. 
4.2 A comparison of shipping and aviation CO2 radiative forcing and temperature response 
It is of interest to compare aviation with shipping effects on climate since the international emis-
sions from both of these sectors are not covered by the Kyoto Protocol because of the complication 
of allocating emissions. Here, only the CO2 RF and temperature responses for shipping and aviation 
are compared. A more comprehensive comparison of RF effects is not yet possible because of lim-
ited emissions data availability. 

In the comparison made here, the responses from the ‘beginning’ of shipping and aviation, i.e. 
1870 and 1940 were calculated for a range of scenarios through to 2050, and thereafter to 2100 for 
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a single scenario. In 2000, the CO2 RF from shipping was approximately 1.8 times that of aviation’s 
CO2 RF. However, the assumed growth of aviation and shipping CO2 emissions means that the 
difference between the RFs diminishes and starts to converge by 2100. 

Figure 3. Panel a. Time evolution of CO2 radiative forcing from shipping and aviation from 1870 and 1940, 
respectively, to 2050 under assumptions of central emission scenarios, thereafter linearly extrapolated to 
2100. Panel b. Time evolution of CO2 temperature response from shipping and aviation from 1870 and 1940, 
respectively, to 2050 under assumptions of central emission scenarios, thereafter linearly extrapolated to 
2100.

If Figure 3b is examined for the temperature response effect on climate from these sectoral CO2
emissions, the shipping temperature effects is a factor of ~2.7 times that of aviation in 2000 and 
~1.1 times that of aviation in 2100. 

4.3 Future work and limitations of the modelling approach 
The purpose of the model is to calculate time-evolved RFs for the calculation of temperature re-
sponse(s). For some forcing agents such as CO2, O3 and CH4, the RFs can be calculated explicitly, 
albeit in a parameterized manner. For other agents such as the direct effect from SO4 and BC or the 
indirect aerosol effect, individual yearly values may be used with some parameter (such as fuel) to 
scale these RFs over time in order to calculate temperature responses. As independent estimates of 
some of these forcing effects become available, they will be implemented in the model. Whilst the 
RF response to shorter-lived climate forcing agents such as O3, SO4 etc. is relatively fast, it should 
be remembered that the temperature response to these forcings is longer because of the thermal in-
ertia of the climate system arising from the slow exchange times of heat between the ocean and the 
atmosphere. In the future, a complete history of emissions of NOx, CO, VOCs and CH4 are needed 
to calculate the temperature response from shipping-induced changes in O3 and CH4 RFs. 

The nature of the model has limitations that should be born in mind when interpreting the output: 
it is a global mean model, such that it is a robust method to calculate temperature response for ho-
mogeneous forcings (assuming that it is appropriately tuned to some GCM). For other forcings such 
as O3, BC, SO4 or the indirect aerosol effect, the spatial forcing is highly heterogeneous and it is not 
necessarily the case that a global mean response is entirely appropriate for interpreting the overall 
temperature response to, e.g., shipping emissions in an additive manner. However, to a first order, 
such global mean models can produce useful initial data for a first-order interpretation of the im-
pacts of a transport sector such as shipping. 

5 CONCLUSIONS 

- This study addresses time-evolved RFs and temperature responses from some of the effects of 
shipping, particularly CO2, O3 and CH4.

- A robust estimate of shipping CO2 RF has been made for 2000 with the usage of a full history of 
shipping’s emissions of 0.043 W m-2. A shipping O3 RF of 0.021 W m-2 in 2000 has been calcu-
lated using a simple method, which is in agreement with independent calculations using complex 
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3D chemical transport models, allowing for a linear scaling of emissions. Shipping NOx emis-
sions result in a negative CH4 RF of -0.01 W m-2 in 2000, as calculated with a simplified meth-
odology.

- Combining these RFs with others not calculated with the model result in an overall global mean 
RF due to shipping in 2000 of approximately -0.08 W m-2.

- Shipping CO2 RF was approximately 1.8 times that of aviation in 2000 and the resultant tem-
perature response of (CO2 only) for shipping was found to be 2.7 times that of aviation in 2000. 
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ABSTRACT: The following text is an enlarged version of the conference tutorial lecture on con-
trails, contrail cirrus, and ship tracks. I start with a general introduction into aerosol effects on 
clouds. Contrail formation and persistence, aviation’s share to cirrus trends and ship tracks are 
treated then.

1 INTRODUCTION 

The overarching theme above the notions “contrails”, “contrail cirrus”, and “ship tracks” is the ef-
fects of anthropogenic aerosol on clouds and on climate via the cloud’s influence on the flow of ra-
diation energy in the atmosphere. Aerosol effects are categorised in the following way:
- Direct effect: Aerosol particles scatter and absorb solar and terrestrial radiation, that is, they in-

terfere directly with the radiative energy flow through the atmosphere (e.g. Haywood and 
Boucher, 2000). 

- Semidirect effect: Soot particles are very effective absorbers of radiation. When they absorb ra-
diation the ambient air is locally heated. When this happens close to or within clouds, the local 
heating leads to buoyancy forces, hence overturning motions are induced, altering cloud evolu-
tion and potentially lifetimes (e.g. Hansen et al., 1997; Ackerman et al., 2000). 

- Indirect effects: The most important role of aerosol particles in the atmosphere is their role as 
condensation and ice nuclei, that is, their role in cloud formation. The addition of aerosol parti-
cles to the natural aerosol background changes the formation conditions of clouds, which leads 
to changes in cloud occurrence frequencies, cloud properties (microphysical, structural, and op-
tical), and cloud lifetimes (e.g. Lohmann and Feichter, 2005). 

Water clouds always form right at water saturation because there are always enough aerosol parti-
cles present, so that the vapour can immediately condense and form droplets. The addition of an-
thropogenic aerosol, for water clouds therefore leads to more numerous but smaller droplets 
(Twomey effect, Twomey, 1974, 1977). Since radiation scattering gets stronger with decreasing 
droplet size (when the water mass stays constant) the Twomey effect makes clouds more reflective 
of solar radiation. Ship tracks are a good example of this effect. Since the droplets get smaller when 
additional aerosol is present, their tendency to fall relative to the air will be reduced. This weakens 
the cloud’s tendency to form drizzle. 

Ice clouds are more complicated than water clouds, because they do not form right at ice satura-
tion. Instead, the natural way of cirrus formation is freezing of supercooled aqueous solution drop-
lets, which needs supersaturations of 45% and more, depending on temperature. Ice nuclei (from 
anthropogenic sources) that commence to form ice at lower supersaturations may inhibit the build-
up of the large supersaturations necessary for freezing of the solution droplets. This generally leads 
to less and larger ice crystals with a corresponding higher tendency to precipitate. Aerosol particles 
from aviation could act in this way, but this is yet a hypothesis. 

Contrails can form in the blue sky when the ambient air is not supersaturated enough to allow 
natural formation of cirrus. In the wake of an aircraft, the humidity can reach transiently very high 
supersaturation, sufficient to let the exhaust particles act as condensation nuclei. Once formed, the 
contrail ice crystals (at least a fraction of them) can survive as soon as the ambient air is supersatu-
rated. In such a case the contrail can grow laterally into a so-called contrail cirrus, i.e. a naturally 
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looking cirrus cloud that would not exist without the prior formation of a contrail. This kind of cir-
rus formation occurs quite frequently. 

2 CONTRAILS AND CONTRAIL CIRRUS 

2.1 Contrail formation 
Contrail formation is like breathing in cold air: Mixing of hot and moist exhaust gases with suffi-
ciently cold ambient air can lead to transient water supersaturation. Exhaust particles and ambient 
aerosol particles entrained by the vigorous swirling vortex act as condensation nuclei, the super-
saturated vapour condenses and quickly freezes in the cooling mixture. Contrail formation takes 
about 1/3 s. 

Whether or not a contrail forms can be decided by the Schmidt-Appleman criterion (Schumann, 
1996), a thermodynamic criterion that says that the mixture of the exhaust gases with ambient air 
must achieve supersaturation with respect to water. In-flight tests of the Schmidt-Appleman crite-
rion have shown its validity (Busen and Schumann, 1995; Jensen et al., 1998; Kärcher et al., 1998). 
The fact that water saturation must be reached and that ice saturation is not sufficient for contrail 
formation is due to the poor ice nucleating efficiency of the exhaust particles.  

An interesting consequence of the Schmidt-Appleman theory is that modern aircraft can produce 
contrails in warmer air than old aircraft, that is at lower altitudes (Schumann, 2000; Schumann et al. 
2000). The reason behind that is that the exhaust gases of modern, more efficient, engines are 
cooler than those of old engines (a larger fraction of the fuel energy is used for propulsion), so that 
water saturation can be achieved in warmer ambient conditions. 

Another way of contrail formation is by the aerodynamic cooling of the air flowing over the 
wing (see Gierens et al., this volume). This process is independent of the Schmidt-Appleman crite-
rion.
2.2 Contrail-to-Cirrus transition 
The Schmidt-Appleman criterion says only whether or not a contrail can form. It says nothing about 
the persistence of a contrail. Whether a contrail is persistent or not depends on the ambient relative 
humidity with respect to ice. One should note that water supersaturation is required only for a frac-
tion of a second during the mixing process to trigger droplet condensation; in principle, a contrail 
can be formed even in totally dry air, yet a very short one. A contrail can survive until the wake 
vortices burst (after about 2 min) when the humidity is closer to but below ice saturation. Such a 
condition can easily be recognized by a ground observer by watching how the contrail evolves into 

closed rings that quickly vanish. An example is given in 
Figure 1. 

Figure 1. Short non-persistent contrail that forms vortex rings and 
evaporates then (source: DLR). 
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Contrail persistence beyond the lifetime of the vortices requires ice supersaturation. Ice supersatura-
tion is a relatively frequent phenomenon in the upper troposphere; it even occurs sometimes in the 
stratosphere, just above the tropopause. From MOZAIC data we can derive that commercial air traf-
fic routes are about 15% of their way in ice supersaturated air masses (Gierens et al., 1999). Ice su-
persaturated regions have a mean horizontal extension of 150 km, but specimen with extensions of 
several thousand kilometres have been found (Gierens and Spichtinger, 2000). Their mean vertical 
extension is about half a kilometre, at least over Lindenberg in eastern Germany where the meas-
urements took place (Spichtinger et al., 2003). Lifetimes exceeding a day have been found in case 
studies (Spichtinger et al., 2005), and a few days lifetime of contrail clusters have been found in 
satellite imagery as well (Bakan et al., 1994). 

Contrail-to-cirrus transition starts with the break-up of the vortices. The number of ice crystals 
that survive the vortex phase is an important initial condition for contrail-to-cirrus transition, as 
well as the vertical extent and distribution of the ice in the contrail. Both depend strongly on aircraft 
parameters and ambient conditions, in particular, the degree of supersaturation and temperature. For 
instance, the fraction of ice crystals surviving the vortex phase is nearly zero just at saturation, and 
increases to nearly all at about 10-20% supersaturation. Unterstrasser et al. (this volume) give more 
details on this. The large variability of initial conditions for contrail-to-cirrus transition probably 
implies a large variation in the properties of the resulting contrail cirrus. The prime mechanism of 
the transition is spreading of the contrail due to vertical variation of horizontal wind speed, the wind 
shear. Spreading rates increase with increasing wind shear and with increasing initial vertical exten-
sion of the contrail (Dürbeck and Gerz, 1996; Gerz et al., 1998). Horizontal spreading rates ranging 
from 18 to 140 m/min have been measured with a scanning lidar (Freudenthaler et al., 1995; Freu-
denthaler, 2000). In a case study, Duda et al. (2004) estimated contrail spreading rates of 2.7 km/h 
from satellite imagery and weather forecast wind fields. 

The later evolution of contrail cirrus depends on the spreading rates and the ambient humidity 
field. Spreading alone implies dispersion of the ice crystals over a large area, decreasing the optical 
thickness of the contrail. However, the crystals grow in the supersaturated air, and fresh moisture is 
mixed into the contrail during the spreading process. The ice mass per crystal increases, and so does 
the optical thickness. At the same time, the growing crystals may grow enough to eventually fall out 
of the ice supersaturated region and to evaporate, again decreasing the optical thickness of the con-
trail cirrus. Usually, persistent contrails don’t appear as single objects, and the spreading of several 
contrails finally leads to a contrail deck (Gierens, 1998) in which the evolution of one contrail can-
not be considered separately from the others. Contrail decks also often evolve close to natural cirrus 
clouds. There is not much known about the evolution of contrail decks nor about the evolution of 
contrails close to or within cirrus clouds. 
2.3 Aviation’s share of cirrus trends 
A long-standing question in relation to air traffic has been whether aviation increases the average 
cloudiness and whether it affects other weather parameters like daily sunshine duration and tem-
perature range. Here I concentrate on studies that relate aviation with trends of cirrus cloudiness.

Boucher (1999) took ground and ship based cloud observations of the period 1982-1991, 
grouped into early (1982-1986) and late (1987-1991). He then correlated the late minus early dif-
ferences of cirrus frequency of occurrence, C, in 3°  3° grid boxes with the aviation fuel con-
sumption, F, in the same area. He found that essentially C increases with F. Highest C occurred 
in main air flight corridors, NE USA (+13.3%/decade), and North Atlantic Flight Corridor 
(+7.1%/decade). Boucher stated that effects of volcanoes, long term changes in relative humidity, 
or climate variations related to the North Atlantic Oscillation (NAO) could not solely explain the 
trend in C, nor its regional distribution. 

Minnis et al. (2001) performed a similar study, adding satellite data. They found consistency in 
trends of cirrus and contrails over USA, but not so over Europe, which could point to other impor-
tant influences on cloudiness, that are stronger in Europe than in USA.

Zerefos et al. (2003) took other potential influence factors into account in their study, namely El 
Niño Southern Oscillation (ENSO), NAO, and the Quasi Biennial Oscillation (QBO). They desea-
sonalised the cirrus time series and removed the ENSO, NAO, and QBO signals. Possible effects of 
changing tropopause temperatures and convective activity were removed by linear regression. Only 
the residuals were correlated with air traffic. These were found to increase, sometimes statistically 
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significantly, in regions with heavy air traffic, although an overall decrease of cirrus frequency was 
found. Consistent with Minnis et al., the most significant correlations were found over North Amer-
ica (winter season) and over the NAFC (summer season), while the correlations over Europe were 
insignificant (at a 95% level). 

Stubenrauch and Schumann (2005) studied satellite data (1987-1995) for trends of effective high 
cloud amount. They introduced a new element in these studies by grouping their data into three 
classes, according to the retrieved upper tropospheric humidity over ice, UTHi (an average of rela-
tive humidity over a thick layer in the upper troposphere, say from 200 to 500 hPa): (1) UTHi high 
enough for cirrus formation; (2) UTHi not sufficient for cirrus formation, but sufficient for contrail 
formation; (3) clear sky. It turned out that this additional classification of the data led to a very clear 
positive trend (+3.7%/decade over Europe, +5.5% over NAFC) in effective high cloud amount, 
while the overall trend (all classes) was weak. 

Stordal et al. (2005) found from an analysis of satellite data (1984-2000) that the time series of 
cirrus coverage C(t) and air traffic density D(t) (flown distance per km2 and hour) are generally 
positively correlated. The correlation is inferred from a linear ansatz: dC/dt = b dD/dt. Estimated 
correlations are not strong (partly because other influences have been left in the C(t) time series). 
They conclude that over Europe aviation produces an extra cirrus coverage of 3 to 5%. 

Mannstein and Schumann (2005) also correlated C(t) with D(t), however for 2 months of cirrus 
data from METEOSAT and actual air traffic data from EUROCONTROL. For relating cirrus cover 
and traffic density they used an ansatz that takes overlapping of contrails and saturation effects (e.g. 
finite size of ice-supersaturated regions) into account: C(t) = Ci(t) + Cpot[1-exp(-D/D*)], where Ci(t) 
is cover of natural cirrus, Cpot is the potential coverage of persistent contrails (Sausen et al., 1998), 
and the term in square brackets is the fraction of Cpot that is actually covered by contrails. It was 
shown that the relation between additional cirrus coverage and air traffic density indeed followed 
roughly the exponential model. The main result of this study was that over Europe aviation is re-
sponsible for an additional cirrus coverage of 3% (consistent with the result of Stordal et al.). This 
implies that the mean coverage of contrail cirrus over Europe exceeds the corresponding mean cov-
erage of linear contrails by almost one order of magnitude.  

Krebs (2006) extended the study of Mannstein and Schumann, by analysing cirrus coverage and 
air traffic of 11 months in 2004, for Europe, North Africa, and the North Atlantic. Over this ex-
tended region he still found a significant correlation between cirrus coverage and air traffic density. 
But the air traffic induced cirrus cover was smaller than in the Mannstein and Schumann study, 
namely 0.6 0.2%. The inclusion of regions with essentially no air traffic of course leads to smaller 
mean additional cirrus coverage. Krebs also investigated the effect of the additional cirrus on the 
radiation budget of the earth. He found a warming of 1.1 W/m2 for the region of interest, a value 
that is more than eight times larger than the value estimated by Boucher (1999). It is currently not 
clear how much of the correlation in this work between air traffic and cirrus cloudiness is actually 
due to a causal relationship. Hence the determination of the radiative forcing of contrail cirrus is 
fraught with very large uncertainties; studies to resolve the differences and to constrain the error 
margins are certainly needed.  

All these studies suggest that air traffic actually induces additional cirrus clouds which seems 
plausible. However it is extremely difficult to demonstrate and prove such a correlation because the 
variation of cirrus cloudiness due to natural influences is much larger than the possible aviation ef-
fect. Hence, to look for the latter is like looking for a signal hidden in strong noise.

3 SHIP TRACKS 

Ship tracks are a good example of the Twomey effect. The clean marine boundary layer (MBL) 
contains mainly sea salt and sulphate aerosol with a number density of about 500 cm 3. When these 
act as condensation nuclei, a water cloud forms with a low number density of relatively large drop-
lets. Ship stacks release a lot of soot (and other) particles into the MBL. A part of them also act as 
cloud condensation nuclei: more but smaller droplets form. The water content of the clouds is 
hardly affected. Now, the same water amount has a larger optical effect when it is distributed into 
more but smaller droplets (like a big block of ice can be translucent while crushed ice is opaque). 
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Thus, the cloud areas that are contaminated by ship emissions have a signature of higher reflectivity 
than their surroundings on satellite images, which is used to detect them. 

The largest measurement campaign to date devoted to the study of ship tracks was conducted in 
June 1994 off the coast of California, the so-called Monterey Area Ship Track (MAST) Experiment 
(Durkee et al., 2000a). It produced the largest dataset so far of direct measurements of the effects of 
ship emissions on the microphysical and radiative properties of marine stratocumulus clouds as an 
analogue for the indirect effects of anthropogenic pollution on cloud albedo. An analysis of 131 
ship-ship track correlation pairs by Durkee et al. (2000b) gave the following ship track characteris-
tics (mean values  standard deviation): length 296  233 km, width 9  5 km, age 7.3  6 h (but 
many tracks get older than 12 h), the head of the ship track is 16  8 km behind or 25  15 min. af-
ter the ship. Significant variability of the values around their respective averages may be noted. 
Ship tracks form in a MBL that is between 300 and 750 m deep, and never deeper than 800 m dur-
ing MAST. Low level clouds must be close to the surface (less than one km), otherwise ship tracks 
do not form (Coakley et al., 2000). The relative humidity is usually high, temperature differences 
between air and see are low, and winds are moderate with wind speeds of 7.7  3.1 m/s. However, 
statistical distributions of MBL and cloud properties overlap a lot for ship track and non-ship track 
regions. The statistical significance of the differences in the mean have not been given for the 
MAST experiment. 

Not all ships produce tracks. Ships powered by Diesel units that emit high concentrations of ac-
cumulation mode aerosol can produce ship tracks. Ships that produce few particles (e.g. nuclear 
ships) or particles too small for activation as cloud drops (even if in high concentration) do not pro-
duce ship tracks. The most likely, if not the only, cause of the formation of ship tracks is the direct 
emission of cloud condensation nuclei from the stack of a Diesel powered ship. Still then it needs a 
cloud layer susceptible to aerosol perturbation, and the atmospheric stability must be such to enable 
aerosol to be mixed throughout the MBL. Furthermore, not all exhausted particles are active as ad-
ditional cloud condensation nuclei. The type of fuel burned seems to be more important than the 
type of ship engine in determining whether a ship will produce a track or not. Ships, burning Ma-
rine Fuel Oil (a low-grade oil) or navy distillate fuel (high-grade) produce between 4 1015 to 
2 1016 particles per kg fuel burned. About 12% of the particles from Marine Fuel Oil burning serve 
as cloud condensation nuclei, whereas burning of higher-grade fuels produces particles that are less 
efficient as cloud condensation nuclei. Ship exhaust particles are composed primarily from organ-
ics, possibly combined with H2SO4 generated by gas-to-particle conversion from SO2. 10% (by 
mass) are water soluble materials. There is no evidence that salt particles from ship wakes cause 
ship tracks. Water and heat fluxes do not produce detectable perturbations that have an effect on 
MBL clouds (Hobbs et al., 2000). 

As the droplets in a ship track are smaller than usual in a MBL cloud, their coagulation rate to 
form larger droplets that eventually precipitate in the form of drizzle is diminished. In other words, 
ship tracks suppress drizzle formation which affects cloud life time and the budget of latent heat. As 
drizzle formation causes the transition from closed to open cellular convection (Rosenfeld et al., 
2006), this transition does not occur in ship tracks. Analysis of satellite data (Schreier et al., 2006) 
with comparison between non-ship-track pixels and ship-track pixels shows a large increase in the 
droplet number concentration from 100 cm 3 to 800 cm 3. Since the condensed water mass is 
probably unaffected by the ship track (the satellite data shows that the liquid water path is hardly af-
fected), the droplet’s effective radius experiences a significant decrease of from 12 to 6 μm, a clear 
indication of the Twomey effect. Accordingly, the optical thickness of unpolluted clouds is 20-30, 
whereas in the ship track it increases up to 45. 

Comparing the ocean regions where ship tracks occur with the regions where ship traffic occurs 
shows that ship tracks is a very selective phenomenon. The special combination of meteorological 
conditions necessary for formation of ship tracks is rarely given. Thus the direct radiative impact of 
ship tracks on the Earth’s energy budget is probably small. However, ship emissions can have more 
diffuse effects on low-level clouds that might be of higher climatic relevance, although much harder 
to detect. Devasthale et al. (2006) analysed time series of satellite data of the region around the 
English Channel (an ocean strait with very heavy ship traffic) and detected trends of cloud albedo 
and top temperature, that were ascribed to increasing ship emissions.   
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4 CONCLUSIONS 

Clouds are of utmost importance in the climate system because of their interaction with the hydro-
logical cycle and the radiant energy flow. The transportation sector may cause changes in cloud 
coverage and frequency and changes in cloud properties. These influences are exerted via semi-
direct and indirect aerosol effects. Research currently is focused on ship and aviation emissions and 
does not include the impact of road traffic emissions on clouds. This is because of the following 
two reasons: (1) There are evident cloud effects from both shipping (ship tracks) and aviation (con-
trails) whereas there are no evident cloud effects from road traffic. (2) The road traffic source is 
rather diffuse (many cars almost everywhere in Europe) whereas aviation is more regulated and 
shipping by large vessels is more confined to distinct routes. Their movements are recorded which 
makes source attribution better identified than it would be the case for road traffic. Nevertheless, fu-
ture research must take the cloud effects of surface transport and of industrial emissions into ac-
count, in order to enable fair comparisons of the effects. The knowledge gained from current re-
search on contrails, contrail cirrus, and ship tracks will certainly help for the future topics. 
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