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ABSTRACT: Ice supersaturation is a condition for contrails to persist and to induce additional 
cloud coverage. We use 6 years of the Atmospheric InfraRed Sounder (AIRS) data to determine the 
frequency of occurrence of potential persistent contrails over the globe. Since the relative humidity 
is retrieved over atmospheric layers of about 2 km depth, we use collocated data from the Meas-
urements of OZone and water vapour by in-service AIrbus airCraft experiment (MOZAIC) to de-
velop a correction algorithm for a better estimation of the frequency of ice supersaturation using the 
AIRS data. In addition, the AIRS cloud properties, retrieved at Laboratoire de Météorologie Dy-
namique (LMD), help to determine the occurrence of situations where persistent contrails would 
have the highest radiative impact. The AERO2k database, a global monthly inventory of aircraft 
traffic for the year 2002, is used to provide insight of the role played by the air traffic density.  

1 INTRODUCTION 

Condensation trails from aircrafts have a potential impact on the Earth’s radiation budget by form-
ing ice clouds in the upper troposphere. Ice supersaturation is a condition for contrails to persist and 
to induce additional high cloud coverage. We use atmospheric profiles of specific humidity and 
temperature from AIRS L2 data to determine relative humidity RHia over pressure layers with a 
depth of 50 or 100 hPa (corresponding to about 2 km) in the upper troposphere. Since humidity can 
only be determined as an integrated property over an atmospheric layer from IR sounders, where the 
depth of the layers depends on the spectral resolution of the instrument, this prevents the detection 
of ice supersaturated portions shallower than the vertical resolution. By collocating the AIRS rela-
tive humidity profiles with measurements from the MOZAIC experiment, the latter were taken at 
specific flight levels, we were able to develop a correction algorithm for a better estimation of the 
frequency of ice supersaturation when using the AIRS data. This algorithm determines the probabil-
ity of ice supersaturation occurrence within a given AIRS profile, even when the integrated relative 
humidity determined by AIRS is lower than saturation (100%). The AIRS-LMD cloud property re-
trieval (Stubenrauch et al., 2008, 2009) helps to identify situations where persistent contrails would 
have the highest radiative impact (over clear and mostly clear situations). Frequency of occurrence 
of these situations is determined over the AIRS pressure layers in the upper troposphere. The 
AERO2k database, a global monthly inventory of aircraft traffic for the year 2002, is used to inte-
grate these frequencies by means of the density of the global air traffic. It identifies regions and sea-
sons with highest risk of persistent contrail formation, where the impact on climate is the largest. 

2 DATA HANDLING 

Since May 2002 the AIRS instrument (Chahine et al., 2006) onboard the polar orbiting satellite 
Aqua provides very high spectral resolution measurements of Earth emitted radiation in three spec-
tral bands (3.74-4.61 micron, 6.20-8.22 micron and 8.80-15.40 micron) from 2378 channels, at 1:30 
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and 13:30 local time. The spatial resolution of these measurements is 13.5 km at nadir. Nine AIRS 
measurements (3x3) correspond to one footprint of the Advanced Microwave Sounder Unit 
(AMSU). AIRS L2 standard products include temperature at 28 pressure levels from 0.1 hPa to the 
surface and water vapour mixing ratios in 14 pressure layers from 50 hPa to the surface (Susskind et 
al., 2003, 2006). These atmospheric profiles were retrieved from cloud-cleared AIRS radiances 
(Chahine et al., 2006) within each AMSU footprint, at a spatial resolution of about 45 km. We use 
version 5 of AIRS L2 data and retrieve relative humidity RHia in five pressure layers, 150-200, 200-
250, 250-300, 300-400, and 400-500 hPa, as in Lamquin et al., 2009. Cloud properties (pressure and 
effective emissivity) have been retrieved at LMD and evaluated with CALIPSO data (Stubenrauch 
et al., 2008, 2009). This cloud climatology covers the whole globe over a period from 2003 - 2008 
and also allows a distinction between clear and cloudy situations. This enables us to consider clima-
tological situations nesting potential contrails where they have the highest radiative impact (over 
mostly clear areas). 

The MOZAIC experiment (Marenco et al., 1998) gathered temperature, pressure and water vapor 
from commercial airplanes measurements over the period August 1994 - December 2007. Com-
pared to the relative humidity determined from AIRS over pressure layers, these measurements 
were taken at specific levels (at flight altitudes). For detecting ice supersaturation in the upper tro-
posphere we will use relative humidity over ice RHim as derived in Gierens et al. (1999). We have 
collocated these data with the AIRS data to determine a correction algorithm for the detection of ice 
supersaturation within the AIRS data. The implementation of this algorithm gives a better estima-
tion of the occurrence of ice supersaturation and therefore of potential persistent contrails. The EU 
Fifth Framework Programme project AERO2k (Eyers et al., 2004) provides a global monthly inven-
tory of flown distance for civil and military aircrafts in a 1° latitude x 1° longitude grid and with a 
vertical resolution of 500 feet (about 150 m) for the year 2002. From these data we have determined 
the air traffic density within the AIRS pressure layers over which our analyses are made. 

3 AIRS-MOZAIC SYNERGY FOR A BETTER ESTIMATION OF THE FREQUENCY OF 
OCCURRENCE OF ICE SUPERSATURATION 

Kahn et al. (2008) and Lamquin et al. (2008) have shown that the AIRS vertical resolution limits 
the estimation of ice supersaturation occurrence within a pressure layer. Lamquin et al. (2009) sug-
gest a s-shaped probability function of the occurrence of ice supersaturation within an atmospheric 
pressure layer as function of the relative humidity averaged over the whole layer (in this case RHia). 
Such an s-function is certainly dependent on the vertical resolution. The collocation of ice super-
saturation detected by MOZAIC at a certain level with the relative humidity determined from AIRS 
over a pressure layer permits to build such a function. We introduce uncertainties based on the 
MOZAIC uncertainties of +/- 10% and the relationship found (Fig.1) is shown for occurrences of 
RHim higher than 90, 100 or 110% (Fig. 1).  
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Figure 1: S-shaped functions of the probability of occurrence of ice supersaturation detected by MOZAIC as 
a function of the relative humidity determined from AIRS. Thresholds for the detection of ice supersaturation 
are 90%, 100%, or 110 %. 

We observe the following: 1) a significant probability of occurrence of ice supersaturation within 
the AIRS pressure layer is found even when RHia is smaller than 100%. This is expected as Kahn et 
al. (2008) and Lamquin et al. (2008) have already shown that very shallow ice clouds are concomi-
tant with low RHia. 2) the occurrence of ice supersaturation found by MOZAIC is only about 75% 
for RHia values around saturation. This can first be explained by the fact that the MOZAIC flight 
level does not always coincide with the altitude of the ice supersaturation layer within the AIRS 
pressure layer. In addition, there can be an effect of the uncertainties related to the determination of 
the relative humidity within the AIRS data. Lamquin et al. (2009) show that this uncertainty can 
reach 30% for RHia around saturation. 

The s-function is then applied to the AIRS data in order to estimate the ice supersaturation occur-
rence over each AIRS pressure layer between 150 and 500 hPa. A weighting by the average flight 
altitude from the AERO2k database provides an integrated view of ice supersaturation occurrence at 
air traffic flight altitude (here over clear and partly cloudy situations, Fig.2). The map compares 
well to the results of Gierens et al. (2000) and extends their result to the whole globe. 

Figure 2: Global frequency of occurrence of ice supersaturation for clear and partly cloudy situations over 
the years 2003-2008 and integrated by the mean flight altitude in the upper troposphere. 
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4 RISK ASSESSMENT OF CONTRAIL FORMATION 

Persistent contrails have the largest radiative effect over clear skies or situations with a low cloud 
amount (Stuber and Forster, 2007). It is possible to establish a separation between low and high 
cloudiness using the AIRS cloud properties. This, in addition to the Schmidt-Appleman criterion for 
the formation of contrails (Schumann, 1996), leads to a global climatology of the frequency of oc-
currence of persistent potential contrails as proposed, for example, in Sausen et al. (1998). Again, 
the results (Fig.3) are produced over AIRS pressure layers and the average flight altitude provides 
an integrated view of the global potential persistent contrail frequency of occurrence. The results 
compare well to Sausen et al. (1998). 

Figure 3: Global frequency of occurrence of potential persistent contrails having an impact on climate over 
the years 2003-2008 and integrated by the mean flight altitude in the upper troposphere. 
Now, the AERO2k database not only provides vertical density of the air traffic. The distance flown 
by aircrafts forming contrails is proportional to the additional cloud coverage induced by contrails 
(Gierens, 1998). Accounting for the whole (horizontal and vertical) air traffic density, along with 
the climatological risk of formation, persistence and impact of contrails, provides a comparison be-
tween the total air traffic in the upper troposphere and the total air traffic in the upper troposphere 
producing contrails. 

Both results (Fig.4) are normalized by the highest value over the globe. We see that the North-
Atlantic Flight Corridor (NAFC) exhibits a second branch of comparable risk of formation of per-
sistent contrails having an impact on climate. This effect is induced by the much higher potential 
contrail frequency of occurrence despite the lower air traffic density in the southern region of the 
NAFC.  
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Figure 4: Density of air traffic in the upper troposphere (top) and density of potential persistent contrails hav-
ing an impact on climate (bottom). 

5 CONCLUSIONS 

The synergy of ice supersaturation detection from MOZAIC and relative humidity profiles from 
AIRS was used to build a correction algorithm for a better determination of occurrence of ice super-
saturation in the upper troposphere. Ice supersaturation occurrence over pressure layers in the upper 
troposphere is determined by AIRS over the whole globe over 6 years and expands regional 
MOZAIC results.  
The combination with the AIRS-LMD cloud properties and the application of the Schmidt-
Appleman criterion on AIRS relative humidity provides a climatology of the risk of formation, per-
sistence and impact on climate of contrails. Occurrence of potential contrails has been determined 
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for situations with largest impact (zonal means of about 5% ±2%). There exists a rough agreement 
with analyses using ECMWF reanalyses, but AIRS provides more detailed horizontal structures.  
Weighted by air traffic density, provided by the AERO2k database, one result shows that the NAFC 
exhibits two branches of the air traffic with comparable risk of contrail impact on climate despite 
the lower air traffic density in the southern branch. 
In the future we will consider comparisons with observations of contrails (Vazquez-Navarro et al., 
2009) and more recent climatologies of ice supersaturation and potential contrails from models 
(Burkhardt et al., 2008) and radiosoundings (Dickson et al., 2009). 
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ABSTRACT: The climate change objectives and policies of the European Union are based upon the 
concept of climate stabilization, with the premise that the climate needs to be stabilized so that tem-
peratures increase by no more than 2°C at 2100. However, the stabilization scenarios currently pub-
lished do not prescribe where emissions reductions must come from to meet the stabilization of at-
mospheric CO2. If the principle of stabilization is to continue to be used as a basis of climate 
policies, then it will be important to address where the emissions reductions will come from, and to 
what extent. This paper is a first look at how aviation may or may not be compatible with stabiliza-
tion. It highlights that aviation emissions have the potential to consume a significant proportion of 
the emissions budget under stabilization.  

Keywords: Aviation, stabilization scenarios, emissions 

1 INTRODUCTION 

The European Union’s (EU’s) climate change objectives and policies are based upon the concept of 
climate stabilization, within which there is the assumption that the climate needs to be stabilized so 
that temperatures increase by no more than 2°C (CEC, 2007). This paper attempts to determine 
what fraction of the emissions budget the aviation sector will consume under different growth and 
technology scenarios for a range of climate stabilization regimes. The aviation industry has until re-
cent years received limited attention regarding its climate impacts, and was not allocated emission 
targets within the Kyoto Protocol (although it was addressed in Article 2.2 which stated that emis-
sions from aviation and marine bunker fuels should be limited or reduced (UNFCCC, 1998). How-
ever, the industry is growing strongly and is projected to do so (projections from aircraft manufac-
turers predict a doubling of the global civil fleet size from ~20,500 aircraft in 2006 to ~40,500 in 
2026 (Airbus, 2007 in Lee et al, 2009: 3522)), and whilst currently the climate forcing of the emis-
sions the industry produce are fairly small in global terms (3.5% of total anthropogenic forcing ex-
cluding the effects of cirrus clouds), this will increase along with the growth in the industry (Lee et 
al, 2009: 3528). It is evident therefore, that focus on the industry will be important in future climate 
change policy.  Such attention has already become apparent within the UNFCCC draft negotiating 
text (in preparation for the COP-15 in December), with the acknowledgement that all sectors (in-
cluding international aviation and shipping) should contribute to limiting emissions (UNFCCC, 
2009). 

2 STABILIZATION SCENARIOS 

Climate stabilization scenarios use an inverse modelling approach which calculates the required 
emissions and their rate of change, to achieve stabilization of atmospheric CO2 concentrations at 
different levels (Wigley, 2003). There are a number of climate stabilization scenarios or profiles 
that have been published, with the first being in 1994 when Working Group 1 (WG1) of the IPCC 
published a set of stabilization profiles that stabilized atmospheric CO2 concentrations at a variety 
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of stabilization levels from 750 ppmv to 350 ppmv (IPCC, 1994 in Manne & Richels, 1997: 254). 
The objective of the profiles was to demonstrate what emissions would be required to reach such 
stabilization. Following from the WG1 profiles Wigley, Richels and Edmonds developed an alterna-
tive set of emissions profiles with the objective of achieving the concentration targets of the WG1 
profiles (using the same attainment dates), but by using a different route to stabilization (Wigley et 
al, 1996). These stabilization scenarios are known as the WRE scenarios. In addition to the WG1 
and WRE stabilization scenarios, the Greenhouse Gas Initiative (GGI) has developed another set of 
scenarios using data derived from the IPCC’s SRES scenarios (which have been revised to reflect 
new information) (IIASA Greenhouse Gas Initiative, 2006). The scenarios include 11 stabilization 
scenarios for 8 comparable levels, with the lowest stabilization target being 480ppmv. As this paper 
looks at aviation emissions under stabilization at 450ppmv and below (see Hansen et al, 2008 who 
posit that a stabilization down to 350 ppm may be more appropriate level to avoid dangerous cli-
mate change), the GGI scenarios will not be discussed further. 
The emissions and concentration data for the WRE stabilization profiles were taken from 
MAGICCv5.3 (Model for the Assessment of Greenhouse-gas Induced Climate Change), which is a 
suite of coupled gas-cycle, climate, and ice-melt models that can determine the changes in the 
greenhouse gas concentrations, global mean surface temperature and sea level resulting from an-
thropogenic emissions including CO2, CH4, N2O, VOCs and SO2 (Wigley, 2008). Figure 1shows 
the CO2 concentration profiles of the WRE stabilization profiles for 650 ppmv down to 350 ppmv.  
There is a steady increase in CO2 concentrations that then plateau/stabilize at various dates depend-
ing on the stabilization target i.e. WRE450 CO2 concentrations stabilize at ~2065, compared with 
WRE350 CO2 concentrations that stabilize at ~2140. 

Figure 1. WRE stabilization profiles for CO2 concentration 
The corresponding emissions response for the WRE stabilization profiles are shown in Figure 2, 

which displays emissions for all scenarios showing a business-as-usual (BAU) pathway that then 
eventually declines. Again, there are different rates of decline for example, the emissions response 
under stabilization at 650 ppmv has a longer BAU pathway and a more gradual decline in emis-
sions; compared with the emissions under 350 ppmv which has a very short BAU pathway and then 
a very rapid decline of emissions, requiring negative emissions at 2065 and then increasing again 
after 2140. The WRE350 profile has this negative emissions response as that is what would be re-
quired to meet the stabilization of atmospheric concentrations of CO2 at 350 ppmv. 
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Figure 2. WRE stabilization profiles for emissions response 

3 SCENARIOS OF AVIATION EMISSIONS UNDER A CLIMATE STABILIZATION REGIME 

The stabilization scenarios do not prescribe from which sectors or sources that the emissions reduc-
tions must come from to meet the stabilization of atmospheric CO2; rather they demonstrate what 
emissions reductions would be required to do so. If the principle of stabilization is to continue to be 
used as a basis of climate policies, then it will be important to address where the emissions reduc-
tions will come from, and to what extent. This paper aims to look at one part of one sector i.e. avia-
tion emissions.   

The aviation emissions data was taken from the European Commission’s 6th Framework Project 
QUANTIFY whereby SRES-based scenarios were developed in a consistent manner for the whole 
transport sector (Owen & Lee, 2009). Owen and Lee (2009) have created 4 aviation scenarios that 
follow the assumptions of the SRES A1, A2, B1, B2 storylines. Figure 3 shows the projected avia-
tion emissions for each pathway to 2100. 

Figure 3. Projected aviation emissions pathway to 2100 
Figure 3 shows that the aviation emissions pathways vary considerably depending upon the 

storyline assumptions. For example, the A1 emissions pathway shows a steady and significant in-
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crease in the emissions reaching 1.4 Pg C yr-1 by 2100, especially when compared with the emis-
sions pathway under the B1 scenario which only reaches 0.3 Pg C yr-1 by 2100. This is consistent 
with the SRES assumptions as under A1there is an emphasis on very rapid economic growth and 
the rapid introduction of new technologies; compared with B1in which there is an emphasis on en-
vironmental sustainability and the introduction of clean and resource efficient technologies (IPCC, 
2000). 

To compare the aviation emissions under climate stabilization policies, the CO2 emissions of the 
4 aviation scenarios were plotted with the emissions profiles of the WRE450 and WRE350 stabili-
zation scenarios (see Figure 4). Figure 4 demonstrates that the emissions from the aviation sector 
will be taking an increasingly significant proportion of the total emissions under stabilization at 450 
ppmv, and under 350 ppmv. The outlook is clearly unsustainable, especially under WRE350 where 
there is the requirement for negative emissions and aviation’s emissions are set to continue to in-
crease. Consequently, if aviation emissions were to take the path that the scenarios project, and if 
climate policies are based on an even more stringent stabilization target than 450 ppmv, then there 
is a clear incompatibility. 

Figure 4. Projected aviation emissions to 2100 compared with WRE stabilization profiles 
To demonstrate this further, Figure 5 show the percentage aviation emissions contribution for 

A1, A2, B1 and B2 scenarios under the WRE450 stabilization scenario (the time-slices for 350 
ppmv are not shown due to the fact that after 2055 the aviation sector takes up the entire emissions 
budget due to the negative emissions scenario). 
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Figure 5. Percentage aviation emissions contribution for 450-A1av, 450-A2av, 450-B1av and 
450-B2av scenarios under stabilization at WRE450  

The pie charts in Figure 5 show the WRE emissions budget allowable under the WRE450 stabi-
lization scenario for all sectors, with the percentage of the emissions budget that will be consumed 
by the aviation sector.  For example, the time-slices for the 450-A1av scenario (a – d) show that 
aviation will take up a significantly increasing proportion of the emissions budget allowable under 
the stabilization regime, and by 2100 over 51% of the emissions budget will be consumed by the 
sector. 

 For the 450-B1av scenario (i – l), the percentage of emissions that will be consumed by the avia-
tion sector is considerably smaller, reaching only 12% by 2100. This demonstrates that the feasibil-
ity or plausibility of a stabilization regime being successful may depend upon which pathway avia-
tion takes, as some scenarios will be easier to implement when considering all the sectors.  For 
example, under the 450-B1av scenario, there will be a larger proportion of the emissions budget 
available for other sectors than under the 450-A1av scenario. 

4 AVIATION FORCING AND TEMPERATURE RESPONSE UNDER A CLIMATE 
STABILIZATION REGIME  

To determine the forcing and temperature response of aviation CO2 emissions under climate stabili-
zation at 450 ppmv, the emissions for the 4 scenarios were run in LinClim, a linear climate response 
model (Lim et al, 2007). Figure 6 shows the temperature and response for all 4 scenarios. 



Preston et al.: Aviation emissions under climate stabilization at 450ppmv and below 91 
  

 

Figure 6. Forcing and temperature response of aviation under climate stabilization of WRE450 
The graphs show the varying forcing and temperature response for the 4 aviation scenarios with 

the A1 scenario having the largest forcing and temperature increase; the temperature increasing by 
0.1K in 2100. The B1 scenario has the smallest forcing and temperature response with the tempera-
ture increasing by just over 0.6K by 2100. If presented with this information alone, it could be con-
cluded that the climatic impact from the aviation industry’s emissions are minimal compared with 
other sectors. However, it is important to note that these data represent the temperature and forcing 
for CO2 alone and aviation has other non-CO2 RF effects. Therefore, the temperature response for 
the sector will be greater than the temperature response from just CO2 alone.   

5 DISCUSSION 

This paper is a first look at how various aviation scenarios of growth and technological improve-
ment may or may not be compatible with a 450 ppmv stabilization scenario. It is acknowledged that 
this approach uses a combination of SRES-based scenarios (A1, A2, B1, B2) along with stabiliza-
tion scenarios, which might be considered to be a mix of inconsistent world outlooks. However the 
paper serves to illustrate the potential demand for aviation, and what may be required of aviation 
under policies based upon stabilization. 

An important aspect of this paper is to demonstrate the use of modelled data when relating it to 
specific climate policies. Under EU climate policies, the aim is to reach a stabilization of green-
house gas emissions so that temperatures do not exceed 2°C. The analysis tells the story of aviation 
taking an increasing and significant proportion of the emissions allowable under the stabilization 
profiles, a point which is of use to both the sector and other stakeholders in terms of expectations.  
Furthermore, the analysis enables a consideration of growth expectations of the sector versus the 
possibility and feasibility of emissions reductions in other sectors that still allows stabilization at 
450 ppmv. 

There are a number of questions that this analysis raises. Firstly, if climate policies are to be 
based upon the principle of climate stabilization, how is this to be achieved and how can the emis-
sions budget be broken down between each of the sectors? One possible solution to this has been 
presented by Pacala and Socolow with their proposed ‘Stabilization Wedges’ which divides the 
emissions reduction budget into 7 equal wedges (representing an emissions reduction action) that 
could potentially be divided up between sectors or carbon reducing actions (Pacala & Socolow, 
2004) e.g. transport sector could be one section/wedge.   

Furthermore, as this work has demonstrated, when focusing on just one element of one sector, 
and only one of the greenhouse gases, under certain future pathways aviation alone has the potential 
to take up the significant proportion of the emissions budget. What are the potential contributions of 
the other sectors and the implications that they will have on policy? If this analysis were to be ex-
tended further to look at the whole transport sector under stabilization then the complexities of the 
issue become considerable since, for example, international shipping has similar growth expecta-
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tions to 2050 (Buhaug et al, 2009). Similarly, policy has mainly focused upon CO2, if there were to 
be an emphasis upon the non-CO2 emissions then again the potential climate impacts of the sector, 
as well as the uncertainties, are increased. 
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Global temperature change from the transport sectors: 
Historical development and future scenarios 
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ABSTRACT: Transport affects climate directly and indirectly through mechanisms that cause both 
warming and cooling and operate on very different timescales. In this study, we calculate 
contributions to the historical development in global mean temperature for the main transport 
sectors (road transport, aviation, shipping and rail) based on estimates of historical emissions of a 
suite of gases, aerosols and aerosol precursors, and by applying knowledge about the various 
forcing mechanisms from detailed studies. Furthermore, we calculate the development in future 
global mean temperature for four transport scenarios consistent with the IPCC SRES scenarios. We 
also calculate contributions for a sensitivity test scenario and a mitigation scenario for aviation, 
which is consistent with the strategic research agenda of the Advisory Council for Aeronautics 
Research in Europe (ACARE) targets for greening of air transport.  
There are large differences between the transport sectors in terms of sign and magnitude of tem-
perature effects and with respect to the contributions from the long- and short-lived components. 
From pre-industrial times to year 2000, we calculate that transport in total has contributed 9% to a 
total net man-made warming of 0.76°C. The dominating contributor to warming is CO2, followed 
by tropospheric O3. By sector, road transport is the largest contributor; 11% of the warming in 2000 
is due to this sector. Aviation has contributed 4% and rail ~1%. Shipping, on the other hand, has 
caused a net cooling up to year 2000, with a contribution of -7%, due to the effects of NOx and SO2 
emissions. The total net contribution from the transport sectors to total man-made warming is ~15% 
in 2050, and reaches 20% in 2100 in the A1 and B1 scenarios. Throughout the 21st century, road 
transport remains the dominating contributor to warming, followed by aviation. In the aviation 
mitigation scenario, the temperature increase in 2050 is ~20% less than in the least warming 
scenario, B1. Due to the anticipated reduction in the sulphur content of fuels, the net effect of 
shipping switches from cooling to warming by the end of the century. There are significant 
uncertainties related to the estimates of historical and future net warming, mainly due to aerosol 
effects, cirrus, contrails and uncertainty in the climate sensitivity.  
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Figure 1. Global mean temperature change due to historical emissions from the transport sectors and future 
emissions following the four SRES scenarios: A1 (solid), A2 (dash-dot), B1 (dashed) and B2 (dotted). 
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ABSTRACT: Two series of equilibrium climate change simulations forced by ozone change pat-
terns from transport emissions have been performed with two climate models. It is investigated 
whether radiative forcings like this lead to climate sensitivity and efficacy parameters that are sig-
nificantly different among each other and from a reference forcing caused by a homogeneous CO2 
increase. Identification of such differences is complicated by an unexpectedly strong dependence of 
the climate sensitivity on the strength of certain forcing patterns. Efficacy parameters calculated for 
the radiative forcings due to ozone increases resulting from aviation, shipping, and land transport 
emissions vary from unity by no more than 10%. Our results confirm earlier studies that hinted at 
the necessity to weight radiative forcings from different mechanisms individually in assessment 
studies, according to their efficacy, but more work is necessary before reliable efficacy parameters 
can be attributed to such forcings. 

1 INTRODUCTION 

For a quantitative inter-comparison of climate impact components, metrics of climate change are 
needed. As discussed by Fuglestvedt et al. (2009), some of these (like radiative forcing) are easy to 
obtain but difficult to observe in nature, while others (like temperature change) are physically more 
intuitive but usually hard to determine with the required accuracy. Despite known limitations, the 
concept of the radiative forcing of climate change has become a standard tool in global climate re-
search (e.g., Shine et al., 1990; Forster et al., 2007) and it is still almost indispensable when small 
contributions to a total climate effect are to be quantified. However, some implicit basic assump-
tions have to be re-checked if the concept is applied to new forcing components. Distinctly non-
homogeneous forcings have proved to be a conceptual challenge, as model simulations indicate that 
the fundamental semi-empirical equation linking global surface temperature change (∆Tsfc) to 
global radiative forcing (RF) 

∆Tsfc = λ • RF (1) 

is often not fulfilled with a universal climate sensitivity parameter λ (e.g., Joshi et al., 2003; Cook 
and Highwood, 2004; Stuber et al., 2005). Hansen et al. (2005) have pointed out that in cases like 
this it may still be possible to define a component’s (i) climate sensitivity parameter λ(i), from which 
an efficacy factors  r(i) = λ(i) / λ(CO2)  can be derived, where λ(CO2) indiactes the climate sensitivity of a 
homogeneous CO2 increase. This approach would modify Eq. (1) to 

∆Tsfc = λ(i) • RF = r(i) • λ(CO2) • RF (2), 

retaining a useful link of ∆Tsfc and RF if unique component efficacies r(i) can be determined. Note 
that both Eq. (1) and (2) imply that the climate sensitivity parameter for all forcings (including CO2) 
does not depend on the magnitude of RF, i.e., that ∆Tsfc is strictly linear in RF. As shown in Hansen 
et al. (2005), however, even for CO2 perturbations moderate deviations from this assumption are 
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apparent. Hence, in their paper the reference climate sensitivity, λ(CO2), has been defined as the cli-
mate sensitivity to CO2 doubling.  

Ozone change patterns inferred from precursor emissions of certain transport sectors (aviation, 
shipping, road traffic) are distinctly non-homogeneous (both horizontally and vertically) and also 
distinctly different from sector to sector (Hoor et al., 2009). In our study we not only investigated 
whether different forcing patterns imply the existence of unique efficacies different from unity, but 
also to which extent the values obtained for λ(i) and r(i) are model dependent and method dependent. 
Moreover, we have checked whether the radiative forcing increases linearly with the amplitude of 
the ozone change pattern and whether it adds linearly across the sectors 

RF (a • ∆O3(j)) = a • RF(∆O3(j)),     RF(∑ ∆O3(j)) = ∑ RF(∆O3(j)) (3a,b), 

where (j) indicates the three transport sectors mentioned above. Finally, we have also considered 
whether the temperature response is additive across the sectors: 

∆Tsfc = ∑ ∆Tsfc
(j) (4) 

Eq. (4) would be equivalent to requiring that the efficacy parameter of a combination of ozone per-
turbations can be obtained by linear combination of the respective parameters for individual sectors: 

r = ∑(RF(j) • r(j)) / ∑RF(j) (5) 

We use the ozone change patterns presented by Hoor et al. (2009) as an non-interactive input to 
two climate models. The respective radiative forcings according to the IPCC are determined. The 
perturbations are then scaled to ensure statistical significant results for the equilibrium global tem-
perature response and the radiative forcing according to the regression definition (Gregory et al., 
2004). The resulting climate sensitivity and efficacy parameters are discussed with respect to their 
consistency with equations (1) to (5). The reasons for and consequences of deviations from the sim-
ple behaviour are suggested. 

2 MODELS AND METHODS 

Two models have been used for the simulations, viz., ECHAM4/ATT (Stenke et al., 2008) and the 
UK Met Office Unified Model (UM) (version HADSM3, Williams et al., 2001). Both are full-scale 
3-dimensional climate models that are nonetheless economic enough to run many equilibrium cli-
mate change simulations including a slab ocean. Each of the runs is at least 45 years long. The first 
20 simulation years (spin-up phase) are used to calculate radiative forcings and climate sensitivity 
parameters (RFgreg, λgreg) from the regression method (Gregory et al., 2004). The climate response 
(e.g., ∆Tsfc) is calculated as the difference between the equilibrium states of a climate sensitivity run 
and a reference simulation. Radiative forcings according to the IPCC definition (‘stratosphere ad-
justed forcing at the tropopause’, RFadj) are determined from an extra one-year simulation with the 
respective radiation code (Morcrette et al., 1986, for ECHAM; Edwards and Slingo, 1996, for UM).  

An essential point is the necessity of scaling the original ozone perturbations because, both, the 
equilibrium temperature response (∆Tsfc) and the parameters derived from the regression method 
(RFgreg, λ greg) are associated with a statistical uncertainty that renders any simulation with radia-
tive forcing values smaller than about 0.3 W/m2 useless for calculating significant differences be-
tween climate sensitivity or efficacy parameters. This emphasizes the crucial role of the linearity as-
sumption for the radiative forcing concept as described in the introduction. ECHAM/ATT as well as 
the UM have been run with ozone perturbations scaled by factors of 100 and 500. However, for rea-
sons to be explained in section 3 the number of simulations had to be enhanced for ECHAM/ATT. 
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3 RESULTS 

3.1 Radiative forcing and its linearity 

The results of the radiative forcing calculations for those simulations performed by both models are 
summarized in Table 1. The RF values based on the regression method (3rd and 5th column) can 
only be given with sufficient reliability if the perturbations are scaled.  

 ECHAM UM 
 RFadj RFgreg RFadj RFgreg 
CO2 (doubling) 3.792 3.62 3.76 4.04 

OZavi 0.019 - 0.015 - 

OZavi (100) 1.593   (82) 1.47 1.27   (85) 1.40 

OZavi (500) 5.730   (295) 5.51 4.34   (289) 4.89 

OZrtr 0.034 - 0.023 - 

OZrtr (100) 2.646   (77) 2.59 1.94   (84) 2.05 

OZrtr (500) 9.051   (264) 8.32 6.41   (278) 6.70 

OZshi  0.034 - 0.023 - 

OZshi (100) 2.679   (78) 2.79 1.93   (84) 2.27 

OZshi (500) 9.261   (269) 8.48 6.36   (276) 6.91 

OZsum 0.088 - 0.061 - 

OZall 0.087   (99%) - 0.060  (98%) - 

OZsum (100) 6.918 6.85  5.14 5.72 

OZall (100) 5.637   (81%) 5.54   (81%) 4.11  (80%) 4.58  (80%) 

 [Wm-2] [Wm-2] [Wm-2] [Wm-2] 

Table 1: Radiative Forcing according to the IPCC definition and according to the regression definition for the scaled 
ozone perturbations from aviation (avi), road traffic (rtr), and shipping (shi), as calculated with the ECHAM and UM 
(marked by italics) climate models. Values in brackets indicate the enhancement factors for the forcings of the scaled 
perturbations, or the percentage by which the forcing of the sum of all perturbations [OZall(100)] is reduced compared 
to the sum of forcings of the individual perturbations [OZsum(100)]. 

Radiative forcing from CO2 agrees well between the two models, but ozone forcings are gener-
ally larger in ECHAM than in UM. The regression method produces smaller radiative forcings for 
ECHAM but larger radiative forcings for UM, which may be explained by different feedbacks on 
the short time-scale (Gregory et al., 2004) for the two participating models. Additivity over the 
three sectors is almost perfect for the un-scaled ozone perturbations. However, as scaling increases 
saturation effects show up (particularly in the longwave part of the spectrum), which disturb the 
linearity in the ozone perturbation/radiative forcing relation. Radiative forcings for the factor 500 
scaled patterns exceed the forcing of the un-scaled perturbation only by factors less than 300 in both 
models. Summarizing, substantial non-linearities in the radiative forcing only occur for excessive 
scaling. 

3.2 Climate response: model dependence 

Table 2 summarizes, for both participating models, the results of radiative forcing, climate sensitiv-
ity, and efficacy as determined using the regression method (RFgreg, λgreg, rgreg). The reference cli-
mate sensitivity for CO2 doubling is surprisingly similar when compared with model to model dif-
ferences that have been found elsewhere (e.g., Joshi et al., 2003). However, there is no indication of 
a universal climate sensitivity parameter for either model. A similar conclusion can be drawn when 
the values are derived using the IPCC forcings (RFadj, not shown). Moreover, except for the aviation 
ozone perturbation, the results inhibit a substantial non-linearity of the surface temperature response 
that is inconsistent with the concept outlined above. For the ECHAM model, in particular, the cli-
mate sensitivity and efficacy parameters seem to depend more on the scaling of a pattern than on its 
spatial structure. A straightforward conclusion about possible efficacy differences for the original 
(un-scaled) ozone perturbations is thus impossible from the simulations listed in Table 2. Only for 
aviation ozone these simulations do hint at an efficacy value systematically different from unity; 
however, in this case ECHAM and UM point in opposite directions, the first model suggesting a 
higher and the second on a lower efficacy. 
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 ECHAM UM 
 ∆Tsfc RFgreg λgreg rgreg ∆Tsfc RFgreg λgreg rgreg 
CO2 (doubling) 2.73 3.62 0.78 1 3.35 4.04 0.84 1 

OZavi (100) 1.17    1.47 0.87 1.11 0.81  1.40 0.70 0.83 

OZavi (500) 4.83   5.51 0.87 1.11 3.11  4.89 0.66 0.79 

OZrtr (100) 2.03    2.59 0.81 1.04 1.60  2.05 0.86 1.02 

OZrtr (500) 8.57    8.32 1.03 1.31 6.12  6.70 0.92         1.09 

OZshi (100) 1.92    2.79 0.73 0.93 1.90 2.27 0.84 1.00 

OZshi (500) 8.79 8.48 1.06 1.36 6.81 6.91 1.00 1.19 

OZall (100) 4.67 5.54 0.87 1.11 3.53 4.58 0.82 0.97 

OZall (50) 2.52 3.10 0.85 1.09 -  -  - - 

 [K] [Wm-2] [K/Wm-2]  [K] [Wm-2] [K/Wm-2]  

Table 2: Radiative forcing, climate sensitivity, and efficacy according to the regression definition for the scaled ozone 
perturbations from aviation (avi), road traffic (rtr), and shipping (shi), calculated with the ECHAM and UM (marked by 
italics) climate models. The surface temperature response (2nd and 6th column) is the true equilibrium climate response 
and not derived through regression of the spin-up phase of a simulation (see text). 

3.3 Nonlinearities in the forcing-response relationship 

The unexpected and conceptually inconsistent variation of climate sensitivity and efficacy among 
patterns of the same structure but different scaling has been further explored for the ECHAM model 
for which this behaviour is most distinct. First, the number of simulations was enhanced to allow a 
more systematic investigation. Second, we determined the cloud radiative feedback as a likely can-
didate for the physical origin of the efficacy variations. Analysis confirms this hypothesis (Table 3). 

 ∆Tsurf RFadj λadj ∆CRF ∆CRF/∆Tsurf 
CO2  (1 W/m2) 0.703 1.010 0.696 −0.127 −0.181 

CO2 (doubling) 2.748 3.792 0.724 −0.340 −0.124 

CO2 (tripling) 4.572 6.160 0.742 −0.355 −0.078 

OZavi (50) 0.617 0.862   0.716 −0.082 −0.082 

OZavi (100) 1.167 1.593   0.733 −0.196 −0.168 

OZavi (200) 2.201 2.849 0.773 −0.110 −0.050 

OZavi (500) 4.832 5.730   0.843 +0.562 +0.116 

OZrtr (100) 2.032 2.646    0.768 −0.034 −0.017 

OZrtr (150) 2.900 3.689 0.786 +0.129 +0.044 

OZrtr (500) 8.586 9.051    0.949 +3.262 +0.380 

OZshi (100) 1.925 2.679    0.719 −0.018 −0.009 

OZshi (150) 2.833 3.743 0.757 +0.155 +0.055 

OZshi (500) 8.793 9.261    0.949 +3.888 +0.442 

OZall (50) 2.524 3.279 0.770 +0.062 +0.025 

OZall (100) 4.673 5.637 0.829 +0.774 +0.165 

 [K] [Wm-2] [K/Wm-2] [Wm-2] [Wm-2/K] 

Table 3: Equilibrium temperature response, radiative forcing, climate sensitivity, and cloud radiative feedback for 
ECHAM simulations forced by CO2 and ozone perturbations (from aviation (avi), road traffic (rtr), and shipping (shi)) 
with different scaling. Radiative forcing and climate sensitivity are calculated using the IPCC definition (see text). The 
cloud radiative feedback (∆CRF) is the equilibrium change of cloud radiative forcing, relative to the reference run. 

For all ozone perturbations, increasing scaling induces a gradual change from negative cloud ra-
diative feedback for moderate scaling to ever stronger positive feedback for heavy scaling. This 
shift to a qualitatively different cloud feedback regime causes higher climate sensitivity in the simu-
lations with heavy scaling of the original perturbation. It is also evident that the shift occurs earlier 
for shipping than for aviation ozone, suggesting a crucial influence of static stability changes in the 
lower troposphere and respective consequences for low level clouds. It is notable that the effect of a 
changing cloud feedback regime is also present, but much less distinct, in case of an increasing CO2 
forcing. Here, the cloud radiative feedback remains negative up to a forcing level of 6 W/m2, 
though the specific cloud feedback per unit temperature response (last column in Table 3) slightly 
decreases. As a consequence, the climate sensitivity increase with an increasing CO2 forcing re-
mains comparatively moderate and consistent with what is reported by Hansen et al. (2005).  
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4 NON-LINEAR FIT FOR CLIMATE SENSITIVITY AND EFFICACY  

The dependence of the cloud radiative feedback on strength and pattern of the forcing offers a 
physical explanation for the unexpected increase of climate sensitivity and efficacy with increasing 
forcing. Assuming the existence of terms of higher order (in RF) in Eq. (1), and requiring that λ ap-
proaches a constant value for small radiative forcing, implies that to describe the correlation of cli-
mate sensitivity and radiative forcing a parabolic fit (Figure 1) is to be preferred above a linear fit:   

Figure 1: Dependence of the climate sensitivity parameter from the radiative forcing in the series of ECHAM 
simulations listed in Table 3. The symbols represent the individual simulations for CO2, individual transport 
sector ozone, and combined transport ozone, respectively. The curves indicate quadratic fits to the individual 
simulation series. A linear fit is not adopted, in order to ensure that the curves approach horizontal lines as 
RF approaches zero. The uncertainty bars indicate the 95% confidence interval for the simulated climate sen-
sitivities (which is growing wider as ∆Tsurf and λ decrease). 
By taking the interception of the fitted curves with the ordinate we approximate unique values of 
the climate sensitivity parameter (λadj, in this case) for the original (small) perturbations. We apply 
this definition for all forcings (incl. CO2), thus diverging from Hansen et al. (2005) who deliberately 
calculate the efficacy with respect to CO2 doubling. If we define the efficacy values as explained, all 
transport ozone efficacies exceed unity and deviate by less than 10%. This means a much smaller 
excess over unity than found in earlier work (e.g., Stuber et al., 2005), probably because the pertur-
bation patterns used here are smoother compared to the idealized patterns used in previous studies.  

 λadj radj 
CO2  0.692 1 
OZavi  0.725   1.048 
OZrtr  0.752   1.088 
OZshi  0.707   1.021 
OZall  0.739 1.068 
OZall 
(approx) 

0.729 1.053 

 [K/Wm-2]  

Table 4: Climate sensitivity and efficacy parameters derived from the parabolic fit of the results from the ECHAM 
simulations with individual transport related ozone perturbation patterns. The last line includes values of the same pa-
rameters derived for transport ozone by linear combination of the RF weighted values from the individual sector contri-
butions. 
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Table 4 summarizes the respective values for λadj and radj reached in this way. It is suggested that, 
qualitatively, the ozone change pattern from road traffic has the largest efficacy while shipping 
ozone has the lowest efficacy close to unity. Using equation (5) to calculate a combined efficacy for 
a simultaneous forcing involving all transport sectors (OZall(approx)) yields satisfactory agreement 
with the fitted efficacy from dedicated runs with the same combination of forcings (OZall).  

5 CONCLUSIONS AND OUTLOOK 

Results from two series of equilibrium climate change simulations with respect to ozone perturba-
tions caused by emissions by the transport sector confirm earlier findings suggesting the existence 
of efficacies significantly deviating from unity for this kind of non-homogeneous radiative forcing. 
Differences from the reference case (homogeneous CO2 increase) are, however, not as large as 
found in previous studies which used idealized perturbation patterns. Individual ozone patterns 
clearly tend to show up distinctive efficacy values but inter-model differences render quantitative 
conclusions only indicative. A strong dependence of the climate sensitivity on the strength of a ra-
diative forcing has become obvious from the simulations analysed for this study; this has required 
an extra effort to quantify well-defined efficacy value for some of the perturbation patterns.  

In view of the difficulties in determining method-independent efficacy values, the relatively 
small deviation of the efficacies of transport related ozone perturbations from unity (not larger than 
10 %), and occasional qualitative contradictions between the results of the two participating climate 
models, care is required when introducing the efficacy values from our simulations in assessment 
studies (e.g., Fuglestvedt et al., 2008). They may be used to test how sensitive a comparison of 
transport sector climate impacts depends on including distinctive efficacies. A more comprehensive 
understanding, validation of key feedbacks, and a consensus between different climate models will 
be necessary, however, before we can claim for sure that climate impact assessments are improved 
by the use of distinctive efficacies. 
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