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ABSTRACT: This modelling work aims at quantifying the perturbation resulting from international 
maritime transport emissions of nitrogen oxides on the lower atmospheric composition and radiative 
forcing. We use the emission dataset created for the new IMO Greenhouse gas study as input to the 
tropospheric GCTM MOZART-2. We further run the Edwards & Slingo Radiative Transfer Model 
to assess impacts on the radiative forcing. The IMO emissions of nitrogen oxides are large com-
pared to previous assessments (about 8Tg(N).yr-1 in this study, compared to about 4Tg(N).yr-1 be-
fore). These emissions cause significant perturbations in ozone (35mW.m-2) and methane (-
45mW.m-2) which in turn result in a significant radiative forcing. However, it is likely that these 
impacts are overestimated because the non-linearity introduced by subgrid scale plume processes 
that are not accounted. 

1 INTRODUCTION 

International shipping is undeniably a cornerstone of the global economy. However, it is an increas-
ing environmental problem that consumes large quantities of fossil fuel and releases significant 
amounts of atmospheric pollutants leading to acidification, eutrophication, premature mortality 
[Corbett et al, 2007] and climate change. In addition, the CO2 emissions from international ship-
ping (the largest fraction) are not covered under the Kyoto Protocol (Article 2.2). 

Indeed, by emitting nitrogen oxides (NOx), carbon monoxide (CO) and volatile organic com-
pounds (VOCs) in the marine boundary layer and through complex chemical processes, these mole-
cules contribute to the formation of ozone (O3) and the depletion of methane (CH4) which induce 
climate change. 

Several studies [Corbett et al, 2001], [Endresen et al, 2003], [Eyring et al, 2005], [Eyring et al, 
2009] have presented different values resulting from a large range of shipping emissions. However, 
all patterns looks similar.  

This study focuses on the trade-off between impacts of ozone and methane on the climate stem-
ing from a shipping perturbation induced by emissions calculated for IMO [Buhaug,et al, 2009]. 
First, the methodology is presented, the results from the simulations are discussed and finally, con-
clusions are drawn.  

2 METHODOLOGY 

In order to carry this research, shipping emissions are provided to a Global Chemistry-Transport 
Model (MOZART-2 [Horowitz et al, 2003]). MOZART-2 is a tropospheric chemical transport 
model accounting for the most important processes occurring in the lowermost part of the atmos-
phere. This version of the model calculates the global distribution of 63 gas-phase chemical species 
over a T63 (roughly equivalent to 1.875º × 1.875º) grid and 47 hybrid vertical levels ranging from 
the surface to about 10 hPa. In addition, the model time step for chemistry and transport is set to 15 
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minutes. The dynamical meteorological data are provided from the ECMWF Operational Analysis 
data for 2003. Chemical species are transported by several physical processes. Advection is per-
formed using a flux-form semi-Lagrangian scheme [Lin and Rood, 1996] with a pressure fixer. Ver-
tical diffusion is treated with the Holstag and Boville parametrization [Holtslag and Boville, 1993] 
and convection is split into two schemes: deep convection [Hack, 1994] and shallow convection 
[Zhang and McFarlene, 1995]. Dry and wet deposition is parameterised in the model. Stratospheric 
concentrations of 7 long-lived species are constrained by relaxation toward climatological values. 
Details on the treatment of the gas-phase chemical mechanisms and transport processes are de-
scribed by [Horrowitz et al, 2003]. 

The perturbed chemical species values constitute then an input to a Radiative Transfer Model 
(RTM) (Edwards & Slingo [Edwards and Slingo, 1996]) that estimates the change in the Earth’s 
radiative balance and thus the impact on climate. The Edwards & Slingo RTM has been tested over 
a significant number of studies. Radiative fluxes are performed using the δ-Eddington form of the 
two-stream equations in both the short-wave and long-wave regions of the spectrum.  

This study makes use of the emission dataset created for the new IMO Greenhouse study [Bu-
haug et al, 2008-2009]. Two 1-year spin-up simulations are run, one with the IMO emissions and 
the other one without. After this, two new simulations are started but this time with initial condi-
tions provided by the spin-up simulations. 

Fig 2.1 – Schema of modelling system 

3 IMPACTS ON ATMOSPHERIC COMPOSITION AND RADIATIVE FORCING 

In this case study, emissions from the recent IMO Greenhouse gas study are employed. These emis-
sions are larger than estimated in previous studies.  For instance, NOx emissions are 7.3 Tg(N)/yr 
which is almost twice the amount of nitrogen oxides used in the past (eg 3.10 in [Eyring et al, 
2007], 4.38 in [Fuglestvedt et al, 2008]). Emissions of VOCs are also larger than previous estima-
tions (see Fig 3.1). Shipping NOx emissions correspond to about 15% of the total anthropogenic 
NOx emissions. Background emissions are from the GEMS study [Schultz and Stein, 2006]. Emis-
sion totals of CH4 and NOx, are in good agreement with the Fourth assessment report from the IPCC 
[cf Chapter 7]. Whereas spin-up simulations are run with prescribed methane lower-boundary con-
centrations, the following simulations account for CH4 emissions (516 Tg(CH4)/yr).  
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Fig 3.1 – Annual total shipping emissions for different chemical species. [Source: IMO GHG Study 2009] 
The magnitude of the ozone shipping perturbation resulting from the difference between the 2 

simulations is consistent with previous studies [Eyring et al, 2007] when differences in NOx emis-
sions are accounted for. The pattern is also in good agreement (see Fig 3.2). However, the impact 
on the methane lifetime is larger and quite significant. Indeed, according to the model, it could be 
reduced by about 0.9 year. This means that once methane would reach steady state it could have 
been globally reduced by more than 250 ppbv. Even though this value is large compared with the 
ones presented in a recent assessment of shipping impacts [Eyring et al, 2009], it still belongs to the 
range of magnitude. 
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Fig 3.2 – Annual and longitudinal average of atmospheric chemical species. a. nitrogen oxides – b. ozone – 
c. hydroxyl radical 

Table 3.1 – Annually averaged methane lifetimes 

Simulation Methane lifetime 
1. With shipping emissions 9.48 
2. Without shipping emission 10.4 
Difference between simulations (1 – 2) -0.92 

 
Because of the formation of ozone and the depletion of methane due to emissions of nitrogen ox-
ides, the radiative forcing from shipping ozone is positive whereas the radiative forcing of shipping 
methane is negative.  

Using LinClim [Lim et al, 2005] to normalize the results, we find a global radiative forcing from 
ozone of 35 mW.m-2 and radiative forcing from methane is -45 mW.m-2. The sum of these 2 com-
ponents results in a small negative value. However, although, these radiative forcings operate on 
similar latitudinal scales, but they also present some variability ranging from 0.02mW.m-2 in the 
northern tropical and the southern polar regions to -20 mW.m-2 near the southern tropic (see Fig 
3.3). 

Fig 3.3 – Annual radiative forcing from total shipping in 2007. 
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4 CONCLUSIONS AND PERSPECTIVES 

The magnitudes of the ozone and methane perturbations are larger than previous studies but they 
scale linearly to the emitted NOx (about 2 times higher). However the methane lifetime perturbation 
is at the higher end of the range of values of previous studies. Although the radiative forcings of 
ozone and methane are globally of the same order of magnitude, the latitudinal plot (Fig 3.3) shows 
some variability which can be significant depending on the location. As a consequence, these radia-
tive forcings do not necessarily cancel out regarding position (a map would give more details).  
Also, a subgrid scale parameterisation would probably reduce errors inherent to coarse resolution 
modelling [Franke et al, 2007], [Cariolle et al, 2009]. 

It would be interesting to look at the whole set of radiatively active components in the future to 
foresee the impacts of shipping. 

Implementing the recent findings on halogen-mediated ozone destruction in the model could also 
give a different atmospheric composition. And especially, it could lead to another ozone perturba-
tion. [Read et al, 2008] 
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ABSTRACT: Traditionally the atmospheric physics department at the University of Oxford has ap-
plied optimal estimation techniques for the retrieval of atmospheric properties of gases; tempera-
ture, pressure and volume mixing ratio from satellite measurements. This paper describes the latest 
novel application of these techniques in deriving aerosol optical properties in laboratory experi-
ments. Two examples are given; a spectral resolved technique allows an aerosol refractive index to 
be derived over a wide wavelength range and a method of deriving single particle refractive index 
and size from a novel aerosol instrument suitable for in situ aerosol monitoring. 

1 OPTIMAL ESTIMATION; A GENERIC METHOD 

Optimal estimation has a long history in use in remote sensing. The advantage over other methods 
is the ability to provide the highest information content for a retrieval problem. This is achieved by 
using a model that contains all the known physics of the problem and prior knowledge of the meas-
urement.  In addition the method provides error estimates on the parameter(s) of interest. The fol-
lowing paragraphs provide a quick overview of the method; for a detailed discussion of the method 
referrer to Rodgers (2000). 

Measurement(s), y  are related to the state, x  by physics. This is represented by the forward 
model, )(xF . Hence the relationship of the state to measurement can be described by the equation: 

)(xFy   (1) 

We need to invert our measurements to find the state, x  (i.e. refractive index, and particle size in 
the examples to follow). We also use the best knowledge of the solution, ax before the measurement 
was made, thus the problem is to solve the inverse model: 

),(1
axyFx   (2) 

To do this we minimise the cost function , to find the state x : 

       )()()( 1 xFySxFyxxSxxx yx  T
a

T
a a

 (3) 

And we find our estimated state, x̂  is given by: 

 )ˆ(ˆ 1 xFySKSxx yxx  T
a a

  (4) 

Where the weighting function xK is: 

 
x

F
K x 


 . (5) 

Equation 4 and 5 are generally by the Levenberg-Marquardt algorithm (Gauss-Newton and the gra-
dient descent iteration methods). For details of how the uncertainty estimates are calculated see 
Rodgers (2000).  
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2 AEROSOL REFRACTIVE INDEX 

The following section shows the application of this optimal estimation to determining the spectrally 
dependent refractive index of aerosols in a test cell.  

2.1 Method 

The extinction cross section of an aerosol in the cell is related to the optical transmission by: 
xeT )()(    (6) 

Where, )(T  is the transmission, )(  the volume extinction coefficient, x  path length though the 
test cell at the wavelength . The extinction coefficient can be calculated if we assume Mie theory 
and know the particle size distribution from the equation: 





0

)()),(,()( drrnmrext   (7) 

Where, ext is the extinction coefficient (assuming Mie theory), r is the particle radius, )(m  the re-
fractive index and drrn )(  the number of particles between radii r  and drr  .  

In this application of the optimal estimation method the forward model )(xF  represents equa-
tions 6 and 7, with the state vector, x  containing the size distribution and refractive index. The 
measurement vector y  contains the spectrally resolved transmission measurement. 
Experimental setupFigure  outlines the basic configuration of the experiments undertaken. The 
aerosol is generated (the method is chosen based on the aerosol type) and the aerosol introduced to 
aerosol test cell. The aerosol cell has optical windows fitted, allowing the aerosol absorption to be 
measured via the Fourier Transform Spectrometer, FTS. Particle size distribution of the aerosol is 
then determined using techniques insensitive to particle refractive index and the aerosol vented into 
a fume cupboard. The configuration also included a water bath to allow the relative humidity to be 
controlled. 

Figure 1. Simplified diagram of experimental configuration. 
 
All of the measurements were undertaken at the Molecular spectroscopy facility at the Ruther-

ford Appleton laboratory, a UK NERC funded facility.  The aerosol cell used has an optical path 
length of 30 cm. Future work is planed to use a multi-pass cell to look at black carbon aerosol opti-
cal properties. Spectral intensity measurements are made using a Bruker FTS. Measurements of the 
detected spectrum are obtained with and without the aerosol to calculate the transmission spectrum, 

)(T . The method has been described in detail by Thomas (2005). A correction is made to the 
transmission spectrum to remove water and carbon-dioxide gas absorption lines; this was achieved 
via a separate retrieval of these gas species concentrations.  



224 Peters et al .: Aerosol optical properties 

 

Figure 2. Top plot: Measured spectra (dots) and fitted spectra (lines). Bottom plot: fitted residual. 

Figure 3. Inverted complex refractive example for Cape Verde dust (central black line). Surrounding two 
black lines indicates estimated uncertainties. Crosses show the existing published data [2]. Note these are 
still preliminary results. 
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2.2 Results  

The refractive index of the aerosol from the measured absorption spectra has been determined using 
this method. This is the first time that the spectral dependent refractive index has been measured on 
a real mineral aerosol in the laboratory, past measurements are based on collected samples pressed 
into KBr pellets, for example Shettle (1979). An example of the measurement and forward model fit 
is shown in Figure , the associated refractive index in Figure . These are preliminary results; the fi-
nal results may differ and will be published after further validation work. Further results have been 
published using this method by Irshad (2009) for sea salt aerosols.  

3 A NOVEL INSTRUMENT 

The angular scattering of radiation by a particle is not only dependent on its size and shape, but also 
on its refractive index. Traditionally, this dependence has been viewed as a hindrance to the per-
formance of optical particle counters, as it requires assumptions to be made about the refractive in-
dex to allow size estimates to be calculated. Instruments such as the Wyoming OPC use white light 
and carefully positioned detectors to minimize the sensitivity of the instrument to particle refractive 
index (Dashler 2003). The SPARCLE instrument represents a shift in measurement principle to ac-
tively using this dependence to gain more information about the aerosol particles. Additionally, data 
analysis is performed on a particle-by-particle basis in the SPARCLE system. This enables the at-
tribution of particles’ sources (by their refractive index) to different size ranges this cannot be done 
using the Wyoming OPC system, where the returned data are simply the number of counts per 
channel. 

3.1 Method 

There are two key innovations that form the basis of the SPARCLE instrument. Firstly the use of a 
solid state detector array within a small, autonomous in situ instrument to provide a high resolution 
measurement of particle scattering on single particles. Secondly the analysis scheme employed by 
the instrument is completely original. This is to our knowledge the first numerical retrieval scheme 
which provides both the particle radius and the complex refractive index from a measurement of 
light in the Mie scattering regime. The development of such an algorithm and its application to ac-
tual measurements represents a new state-of-the-art in optical particle measurement. 

Sensitivity to both refractive index and size allows measurement of the single scatter albedo on 
each particle (by assuming Mie theory). This is a significant advantage as SPARCLE is the first in-
strument to be able to make this measurement on single particles in the atmosphere. 

3.2 Results 

The instrument uses two detectors; a fast sensitive photomultiplier tube (PMT) and a linear detector 
array (LDA). The LDA records individual particle phase functions and the PMT measures over a 
wide angular range to provide sensitivity to the smallest particles. Thus the forward model; )(xF  
relates the detectors measured phase function via mie theory to the particle size and refractive in-
dex, the state vector x  . The optimal position of the detectors has been determined by calculation of 
the number of degrees of freedom to allow the highest instrument performance to be obtained i.e. 
the best ability to distinguish size and refractive index. The Figure  demonstrates that real part of the 
refractive index and particle size are obtainable up to a lower size limit of around 0.1μm in radius. 
The real and imaginary parts of the refractive index and the particle size are available for particles 
sizes of 0.2μm in radius and above. 

The current prototype instrument is able to detect and measure the phase function of test particles 
and has been field tested. Further work is required to increase the LDA sensitivity. The current set 
up is limited by digitization noise. Low noise pre-amplification is required to ensure the detectors 
are dark current limited hence obtaining the highest instrument sensitivity. The increased instrument 
sensitivity will allow the instrument to reach it’s full potential in determining single particle optical 
properties. 
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4 CONCLUSIONS 

Two examples of the application of optimal estimation our given. The Aerosol refractive index of 
Cape Verde dust has been successfully retrieved. The method is unique as it provides spectrally re-
solved refractive index data from a real aerosol, current published measurements have only been 
made on bulk samples. This work is soon to be expanded to include black-carbon aerosol. This will 
allow the investigation of the applicability of the widely used of mie theory, which assumes spheri-
cal particles to predict the radiative forcing of this aerosol type despite it being fare form spherical.  
A novel method to determine individual particle refractive index has been describe, and this is very 
much work in progress (subject to funding). The method shows potential to determine single scatter 
albedo, particle refractive index and size on individual particles for the first time. These new meth-
ods show great potential in characterisation of transport particulate (in particular black carbon) 
emissions from transport sources both in the field and for laboratory studies. 

Figure 4. Optimal instrument calculated performance. 
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ABSTRACT: Separate climate sensitivity simulations were run for all important non-CO2 radiative 
forcing contributions from aviation (except for contrail cirrus), aiming at the quantification of an 
individual efficacy parameter for each component. All simulations were performed with the same 
climate model, E39A. The necessity to scale the original perturbations complicates a straightfor-
ward determination of efficacy values, particularly for aviation ozone. The results presented here 
indicate that a radiative forcing from water vapour increase caused by supersonic aviation would 
have a similar efficacy than CO2. Ozone changes induced by subsonic aviation and methane 
changes appear to have an efficacy larger than CO2, but the enhancement is moderate (~1.05). For 
line-shaped contrails we find an efficacy substantially smaller (~0.6) than CO2 in agreement with 
previous results. The (small) water vapour increase expected from subsonic aviation shows reduced 
efficacy (~0.7), too. Similar studies with other climate models are desirable in view of probable 
model dependency. 

1 INTRODUCTION 

Aviation impacts on climate in a variety of ways. Radiatively active atmospheric trace gases are 
changed either directly by aircraft emissions (e.g., CO2, water vapour) or indirectly (e.g., O3, CH4) 
if atmospheric chemistry is modified by emitting reactive components such as NOx or aerosols. A 
further change of the Earth’s radiative balance is caused by emissions (water vapour, aerosols) that 
modify cloudiness, e.g., cirrus coverage and optical properties. According to well-established IPCC 
practice, all these climate impact components have been compared, quantitatively, in terms of their 
radiative forcing (e.g., Penner et al., 1999; Lee et al., 2009). In order to account for the differential 
lifetime of the various tracers when assessing their integrated future impact, more sophisticated 
metrics such as the Global Warming Potential or the Global Temperature Potential (Fuglestvedt et 
al., 2009) have to be used which, however, are also calculated based on the radiative forcing. The 
fundamental role of radiative forcing (RF) originates from the empirical equation 

∆Tsfc = λ • RF (1) 

linking RF linearly to the equilibrium change of global mean surface temperature (∆Tsfc) through an 
assumed constant, the climate sensitivity parameter λ. There has been mounting evidence that, in 
particular in case of non-homogeneous perturbations (e.g., Joshi et al., 2003), individual climate 
sensitivity parameters (λ(i)) different from the basic climate sensitivity due to a homogeneous CO2 
increase (λ(CO2)) may emerge. Hansen et al. (2005) have proposed to define efficacy parameters (r(i)) 
for such perturbations, retaining the relation given by Eq. (1) in a more comprehensive expression: 

∆Tsfc = λ(i) • RF = r(i) • λ(CO2) • RF (2). 

Hereafter we will present results from climate sensitivity simulations driven by aviation related RFs 
(from aviation induced ozone, methane, water vapour, contrails), in an attempt to assign unique ef-
ficacy parameters to such forcings. This extends earlier efforts (Ponater et al, 2006, 2007) that 
lacked consistency in the sense that results were compiled from various model systems. Here, all 
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simulations have been run with the ECHAM4/ATTILA (E39A) model system described by Stenke 
et al. (2008). This model involves enhanced vertical resolution around the tropopause and a Lagran-
gian advection scheme for water vapour and cloud water which makes it especially suitable to de-
scribe forcings and feedbacks in the upper troposphere and lower stratosphere region. 

2 THE SCALING PROBLEM 

As shown by Lee et al. (2009), an estimate of total RF from aviation for the year 2005 conditions 
amounts to about 50 mW/m2. (Note that this value excludes contrail cirrus, for which a reliable RF 
best estimate has not yet been provided. Thus, this effect is not covered in the present paper either). 
Individual contributions to the total aviation RF remain generally lower than 30 mW/m2. Forcings 
of this magnitude are too small to cause a statistically significant temperature signal in equilibrium 
climate change simulations and to derive robust values of the climate sensitivity parameter and the 
efficacy according to Eq. (1, 2). Thus, strong scaling of respective emissions or concentration 
changes is unavoidable in order to ensure significant signals. Conceptually, the climate sensitivity 
parameters (λ(i)) in Eq. (2) are expected to be independent from the magnitude of the forcing, so RF 
scaling ought to be a straightforward procedure. Moderate deviations from this basic assumption 
have been pointed out even in the CO2 case for a number of climate models (e.g., Senior and 
Mitchell, 2000; Boer and Yu, 2003; Hansen et al., 2005). Nevertheless, calculation and attribution 
of distinctive efficacies r(i) remains possible as long as their deviation from unity is sufficiently large 
to neglect a small uncertainty in λ(CO2). Indeed, Hansen et al. (2005) defined λ(CO2) with respect to a 
50% CO2 increase over a (pre-industrial) background concentration of 291 ppmv as their reference, 
paying little heed to the magnitude deviation of some other forcings when interpreting their efficacy 
values for a larger number of effects. In agreement with previous results, the E39A model used for 
the simulations reported hereafter shows a relatively small variability of λ(CO2)

 with increasing RF: 
Its value is 0.70, 0.72, and 0.74 K/Wm-2 as RF(CO2) increases from 1.01 over 3.79 to 6.16 W/m2. 

However, as pointed out in a companion study to the present paper (Ponater et al., this volume), 
it is not guaranteed that such robustness of λ exists for other forcing agents as well. Equilibrium 
climate change simulations with E39A, forced by ozone change patterns resulting from transport 
emissions, yielded a climate sensitivity increase of up to 30 % for the same pattern if the forcing 
was heavily scaled. Hence, in that case the efficacy proved to be more dependent on the scaling of a 
pattern than on its structure. While the problem could be solved by diagnostic analysis and more 
simulations, the respective experience suggests to limit the amount of scaling, keeping the RF at 
values around 1 W/m2 (or smaller). A less welcome side effect of this decision to restrict the scaling 
factors is that the regression method for deriving the RF and the climate sensitivity (Gregory et al., 
2004; Hansen et al., 2005) can no longer be applied due to an insufficient signal to noise ratio. 
However, it will be shown here that useful results can be obtained on the basis of the classical IPCC 
definition of RF (stratosphere adjusted radiative forcing) and the associated λ(i), and r(i) values. 

3 RESULTS 

3.1 Simulation dedicated to individual aviation forcing components 

Table 1 lists the relevant parameters for each simulation run with the E39A climate model for this 
study. The climate sensitivity of a CO2 increase by 72.3 ppmv (yielding about 1 W/m2 radiative 
forcing) is used as a reference, as in the simulations dedicated to methane increase, aviation water 
vapour increase, and contrails forcings were scaled to a similar magnitude. Note that this means a 
slight deviation from the way the CO2 reference value was reached in the companion study dealing 
with transport related ozone increase (Ponater et al., this volume). The difference is insignificant, 
however: The climate sensitivity of a 1 W/m2 CO2 radiative forcing results as 0.696 K/Wm-2 with 
an estimated 95 % confidence interval of 0.02 K/Wm-2, while the climate sensitivity of CO2 ap-
proximated via the nonlinear fit applied in that companion study is 0.692 K/Wm-2. We further recall 
that the efficacy of aviation ozone according to Ponater et al., this volume, is about 1.05. This is 
close to the values directly derived from the two aviation ozone simulations (O3 and O4, using a 
scaling factor of 50 and 100, respectively) as given Table 1. 
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 RFadj ∆Tsfc λadj radj 
CO2  (1 W/m2) 1.010 0.703 0.696 1 

OZavi (30) – O1 0.540 - - - 

OZavi (40) – O2  0.704 - - - 

OZavi (50) – O3 0.862 0.617 0.712 1.02 

OZavi (100) – O4 1.593   1.167 0.733   1.05 

CH4 (1 W/m2) 1.053 0.760 0.722 1.04 

CH4 (2 W/m2) 2.123 1.576 0.742 1.07 

Contrails (80, τ =0.3) – C1 0.609 - - - 

Contrails (80, τ =0.4) – C2 0.833 0.385 0.462 0.66 

Contrails (100, τ =0.3) – C3 0.694    0.297 0.427    0.61 

Contrails (100, τ =0.4) – C4 0.928 0.383 0.413 0.59 

WatVap_avia_sub (750) – H1 0.442    0.223 0.505    0.72 

WatVap_avia_sub (1000) – H2 0.555   0.273 0.492   0.71 

WatVap_avia_super (20) – HS 0.585 0.428 0.732 1.05 

 [Wm-2] [K] [K/Wm-2]  

Table 1: Radiative forcing, global mean surface temperature change, climate sensitivity, and efficacy as found in equi-
librium climate change simulations with the E39A model. Forcing types are a homogeneous CO2 increase, the aviation 
ozone change pattern (OZavi) as given by Hoor et al. (2009), scaled by various factors, a homogeneous CH4 increase, 
scaled contrails, and two patterns of aviation induced water vapour increase (see text). In case of the O1, O2, and C1 
perturbations, only the stratosphere adjusted radiative forcing (RFadj) was calculated. 

Two simulations were performed with two different amounts of homogeneous CH4 concentration 
increase to yield either about 1 W/m2 (+3.11 ppmv) or about 2 W/m2 (+8.6 ppmv) radiative forcing, 
respectively. Similar to the CO2 case, the climate sensitivity of a methane perturbation shows only 
little dependency on the scaling. The moderate efficacy enhancement of CH4 versus CO2 changes is 
consistent with results reported by Hansen et al. (2005), but there have also been examples of cli-
mate models with a CH4 efficacy smaller than that of  CO2 (Berntsen et al., 2005). 

When based on a realistic air traffic density, line-shaped contrails provide only a small radiative 
forcing (< 15 mW/m2), hence their amount must be scaled substantially. In the only study that has 
attempted to estimate an efficacy of contrail forcing before (Ponater et al., 2005), a 2050 aviation 
inventory was scaled by a factor 20, still yielding a radiative forcing as low as 0.2 W/m2. In that 
study the contrail optical depth was not scaled, rather the varying optical depth values (yielding a 
mean around 0.1) from the contrail parameterisation scheme of Ponater et al. (2002) were retained. 
This resulted in a marginally significant surface temperature response just sufficient for the purpose 
of deriving an interpretable efficacy change. Even higher scaling of air traffic density can hardly be 
recommended, as the contrail coverage pattern may be influenced by excessive scaling as soon as 
saturation effects for certain regions show up. Hence, for the contrail simulations discussed in this 
study (Table 1) we decided to scale both air traffic density (contrail coverage) and contrail optical 
depth in order to reach a larger global contrail radiative forcing around 1 W/m2. The basic inventory 
was the same as in Ponater et al. (2002), referring to 1992 aviation density, which was scaled by 
factors of 80 or 100, while contrail optical depth τ was prescribed to a uniform value of  0.3 or 0.4. 

The three contrail driven equilibrium climate change simulations C2, C3, and C4 (Table 1), 
slightly varying with respect to the choice of scaling, all indicated a similar climate sensitivity pa-
rameter around 0.45 K/Wm-2, suggesting that the resulting efficacy of about 0.6 has some degree of 
robustness. The value also agrees with the one estimated by Ponater et al. (2005) with a (slightly) 
different climate model and, as explained above, a somewhat different simulation setup. In view of 
the higher degree of model dependency for the efficacy parameter that has been found in studies 
dealing with, e.g., ozone change patterns (Joshi et al., 2003; Berntsen et al., 2005), the indications 
for a substantially reduced efficacy of contrails are strong indeed. 

Two simulations for the present study (H1, H2, Table 1) were dedicated to the water vapour 
change induced by subsonic aviation. The respective concentration increase pattern is characterised 
by a distinct maximum in the northern hemisphere lowermost stratosphere (Ponater et al., 2006, 
their Fig. 3). Typical radiative forcings of a perturbation of this magnitude are very small (below 2 
mW/m2 for present day aviation, Lee et al., 2009), and a large scaling has to be applied in order to 
increase the respective response in equilibrium climate change simulations to acceptable levels of 
statistical significance. The simulations H1 and H2 consistently suggest an efficacy substantially 
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smaller than the CO2 reference for this type of forcing. The estimated value is about 0.7, which does 
not agree with the efficacy suggested in Ponater et al. (2006) for aviation water vapour (1.14). The 
latter value was, however, derived from a water vapour concentration change pattern induced by a 
hypothetical supersonic air fleet in the stratosphere (Søvde et al., 2007), which is characterised by a 
different structure and a much higher basic radiative forcing of around 35 mW/m2 (Myhre et al., 
2009). In order to confirm whether the different concentration change pattern causes the difference 
in efficacies we repeated with E39A the simulation forced by the supersonic aviation water vapour 
increase scaled with a factor 20 (HS, Table 1). The respective efficacy parameter is 1.05, which is 
hardly distinguishable from 1 in a statistical sense, given the relatively small forcing of 0.585 W/m2. 

Summarizing, there are at least two contributions to aircraft climate impact whose forcing may 
be associated with an efficacy significantly different from unity, line-shaped contrails and water va-
pour induced by subsonic aviation. 

3.2 Simulations dedicated to forcings from combined individual components 

The usefulness of introducing distinctive efficacies in assessment studies would greatly increase if 
they can serve as linear weighting factors in case that the response to a combined perturbation (e.g., 
aviation total impact) is to be derived from the individual response components. 

∆Tsfc,comb = rcomb • λ
(CO2) • RFcomb     ;    rcomb = ∑(RF(i) • r(i)) / ∑RF(i)   ;   RFcomb = ∑RF(i) (3) 

This possibility was explored by some simulations forced by more than one of the individual impact 
contributions (Table 2). Our guideline in choosing appropriate combinations has been not to diverge 
too far from the standard. For this purpose perturbations with smaller forcing had to be employed 
(O1, O2, C1, Table 1), for which no dedicated efficacy values from individual simulations had been 
determined. However, this investigation was built on the hypothesis of unique efficacies for each 
component anyway, which were assumed according to the last section: 1.05 for water vapour from 
supersonics and ozone, 0.6 for contrails, and 0.7 for water vapour from subsonics.    

 
 RFadj ∆Tsfc λadj radj radj (comb) 
CO2  (1 W/m2) 1.010 0.703 0.696 1 - 

O1 + C1 1.122 (98%) 0.683 0.609 0.86 0.83 

O2 + C3 1.409 (100%) 0.854 0.606 0.87 0.82 

O1 + H1 0.983 (100%) 0.609 0.620 0.89 0.89 

O2 + HS 1.294 (100%)   0.994 0.768 1.10 1.05 

C1 + H1 1.037 (98%) 0.494 0.476 0.68 0.65 

C1 + HS 1.201 (100%) 0.716 0.596 0.86 0.82 

C1 + O1 + H1  1.577 (99%) 0.935 0.593 0.85 0.79 

 [Wm-2] [K] [K/Wm-2]   

Table 2: Radiative Forcing, surface temperature response, climate sensitivity, and efficacy of simulations using more  
than one aviation impact components. The designations in the 1st column refer to aviation ozone (O), contrail (C), and 
aviation water vapour (H) perturbations, whose individual forcing and response parameters are given in Table 1. 4th  
column is the efficacy derived from the actual λadj values, 5th column the efficacy reached through linear combination 
according to Equation 3 (see text). 

Going through Table 2 it can be noted first (2nd column) that the contributing radiative forcings 
are almost perfectly additive, a necessary precondition for the linearization of efficacies (Eq. 3) to 
work. Second, the efficacy parameter for the combined perturbation always takes a value between 
the contributing component efficacies, except for “O2+HS”, where both component efficacies are 
assumed as equal (1.05) and should also be equal to the combined efficacy in an ideal case. How-
ever, as all efficacy parameter values are subject to a statistical uncertainty (which I do not give 
here due to lack of space), this is still an acceptable degree of non-linearity. The efficacy parameter 
of a combined perturbation calculated by linear combination of the contributing individual efficacy 
values (Table 2, last column) are close to the efficacy parameters from the actual climate model 
simulations forced by the combined perturbation, but with a tendency towards underestimation. 
This can be related to the fact that the simulations driven by the combined perturbations have, in 
general, larger forcings. As we already know, for most perturbations larger forcing inhibits higher 
efficacy. All in all, deviations from the linearity concept behind Eq. 1 to 3 appear to be limited for 
radiative forcings below 1.5 W/m2. This provides some confidence in using individual efficacies as 
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weighting factors when the respective perturbations and forcings are combined. The method should 
be suitable even more so for assessing the present-day aviation climate impact. 

4 DISCUSSION AND CONCLUSIONS 

Evidence of a distinctive efficacy for at least some individual aviation forcing components poses the 
question, which feedback mechanisms are at the root of such anomalous effects. The reasons may 
be different from perturbation to perturbation and also different from model to model. This paper 
restricts to a brief look at the contrail case, for which the efficacy deviates strongest from the CO2 
reference. As mentioned, Ponater et al. (2005) found a quantitatively similar efficacy reduction for 
contrails in a previous version of the climate model applied here. Their explanation was, that due to 
the absence of contrail radiative forcing over the Arctic (where there is only little air traffic) the 
temperature response at these latitudes is weakened. This entails reduced ice-albedo feedback and 
reduced global climate sensitivity. The same effect is also apparent, but to a less extent, in the E39A 
simulations presented here (not shown). Further analysis reveals, however, that the radiative feed-
back of natural clouds to a contrail forcing also significantly deviates in comparison to a respective 
CO2 driven simulation. 

 
 λadj ∆CRF(sw) ∆CRF(lw) ∆CRF ∆CRF/∆Tsurf 
CO2  (1 Wm-2) 0.696 −0.659 +0.532 −0.127 −0.181 
Contrails (80, τ =0.4) – C2 0.462 −0.296 −0.058 −0.354 −0.919 
Contrails (100, τ =0.3) – C3 0.423 −0.262 −0.111 −0.373 −1.255 
Contrails (100, τ =0.4) – C4 0.413 −0.365 −0.110 −0.475 −1.240 
 [K/Wm-2] [Wm-2] [Wm-2] [Wm-2] [Wm-2/K] 
Table 3: Climate sensitivity, shortwave, longwave, and net radiative feedbacks of natural clouds, and the specific net 
cloud feedback for the E39A equilibrium climate change simulations driven by CO2 increase and by scaled forcing of 
line-shaped contrails (see text). The corresponding global mean surface temperature response can be found in Table 1. 
The radiative feedback of natural clouds has been taken as the difference of the radiative forcing of natural clouds be-
tween the respective simulation and the control simulation. 

Table 3 presents the radiative feedback related to changes in natural cloudiness for the three con-
trail simulations already discussed in Section 3.1, together with the CO2 increase simulation scaled 
to 1 W/m2 forcing. The latter exhibits negative cloud feedback in the solar spectrum (i.e., enhanced 
shortwave cooling) and positive cloud feedback in the terrestrial spectrum (i.e., enhanced longwave 
warming) yielding a comparatively small net cooling effect. In the contrail driven simulations both 
shortwave and longwave feedback components are negative, resulting in a stronger negative net 
feedback. It is notable that in simulations C2, C3, and C4 natural cirrus cloud coverage decreases at 
latitudes and altitudes where contrails are present, while in the CO2 driven simulation cirrus cloud 
coverage increases in the same regions (not shown). As natural cirrus clouds provide a warming of 
the climate system it is consistent that the climate sensitivity of a perturbation should be reduced if 
it acts to remove cirrus coverage. The contrails produced by the parameterisation of Ponater et al. 
(2002) warm the upper troposphere and reduce the relative humidity, which could easily lead to the 
effect that they offset part of their own positive radiative forcing by allowing less natural cirrus than 
in an atmosphere without contrails. Whether this is an effect reflecting the role of contrails in the 
real world correctly must remain an open question at this stage. 

It can be concluded that efficacy anomalies for some individual effects of aircraft total climate 
impact are significant, require further research, and deserve attention when determining the balance 
of effects in aviation assessment studies. Respective indications are obvious for contrails and should 
be taken into consideration in forthcoming studies of contrail cirrus (see Burkhardt et al., 2010), as 
its presumably higher radiative forcing makes knowledge of its efficacy even more relevant. The 
simulations presented here and in the dedicated paper of Ponater et al., this volume, do not confirm 
the distinct efficacy increase suggested for aviation ozone by previous studies that used idealized 
ozone change patterns in extra-tropical latitudes (e.g., Stuber et al., 2005). For all aviation impact 
components more model studies are clearly required in order to allow more reliable conclusions.  
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ABSTRACT: The dual approach of using 2D and 3D Chemical Transport Models (CTMs) was 
adopted to deal with the temporal discrepancies of aircraft O3 and CH4 responses. A series of pulse 
and sustained experiments over 100-year horizons of aircraft O3 and CH4 for a range of aviation 
NOx emission rates were carried out. Observed at a global scale, the non-linear aircraft O3 response 
with respect to aircraft NOx emissions rates may hold the key for understanding the discrepancy be-
tween reported aviation NOx GWPs. 

1 INTRODUCTION 

The Global Warming Potential (GWP), since it was introduced at the first Intergovernmental Panel 
on Climate Change (IPCC) scientific assessment in 1990 (IPCC, 1990) became widely and deeply 
accepted as an appropriate measure by the user community. Usage of the GWP is the established 
method for comparing the potential impact of emissions of different long-lived greenhouse gases on 
climate under the Kyoto Protocol. A GWP is defined as the integrated radiative forcing from a unit 
emission of a gas over a certain defined time horizon relative to the unit emission of a reference gas 
(by convention, CO2) over the same time horizon. The GWP places emissions of gases with differ-
ent lifetimes and radiative properties on a common scale. This leads to weaknesses and uncertain-
ties (Smith and Wigley, 2000a, b; Fuglestvedt et al., 2003; Shine et al., 2005a, b, 2007), which are 
challenges particularly for short-lived species and their precursors, e.g. the aviation NOx emissions 
(IPCC, 1999). 
The coupled NOx-O3-CH4 system, as affected by aviation NOx emissions, results in a short-term O3 
positive radiative forcing and a long-term O3 and CH4 negative responses. Nonetheless the overall 
radiative forcing induced by current day emissions of aviation NOx is positive (Lee et al., 2009). 
These processes act on different spatial and temporal scales, which is why defining a unanimous re-
sult describing the impact of aviation NOx on climate remains challenging and controversial.  
IPCC AR4 WGI recently summarized studies that attempted to define an aviation NOx GWP 
(Forster et al., 2007). Only three studies were identified, which yielded NOx GWPs for aviation of: 
100 (Derwent et al., 2001), 130 (Wild et al., 2001), and -3 (Stevenson et al., 2004). In addition, a 
recent study of Köhler et al. (2008) produced aviation NOx GWP of 68. These GWPs have recently 
been re-evaluated by Fuglestvedt et al. (2009), yielding values of -2.1, 71, 6.9. 
Such a wide range of results make it difficult to recommend an aviation NOx GWP for formulating 
policy (Faber et al., 2008). These few and disparate values of aviation NOx GWP are the motivation 
of this study, in which a preliminary attempt of unravelling these apparent disagreements is pre-
sented. 

2 METHODOLOGY 

One of the fundamental difficulties in calculating a GWP for aviation NOx is that the timescales of 
responses of O3 enhancement and CH4 depletion are very different, such that the CH4 results are of-
ten parameterized rather than fully calculated, since long integration times of the order of several 
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CH4 lifetimes (~ 8 – 10 years) are required – and such simulations are computationally expensive. 
We adopt a dual approach of using 2D and 3D CTMs to deal with the temporal discrepancies of re-
sponses.  

The Two-dimensional Chemistry Model (TROPOS) is a latitudinally-averaged two-dimensional 
Eulerian global tropospheric chemistry model (Hough, 1989, 1991), with a domain which extends 
from pole-to-pole (24 latitudinal grid cells) and from the surface to an altitude of 24 km (12 vertical 
layers). TROPOS is driven by chemistry, emissions, transport, removal processes and upper bound-
ary conditions. The revised values of emissions, thermal and photolysis reactions rates, cross-
sections and quantum yield are applied and based on recent evaluations. This 2D CTM has the dis-
advantage of not fully representing atmospheric transport, but has the advantage of a complex 
chemical scheme and being computationally efficient such that many long-term integrations (of the 
order of 100 years) are easily achieved.  

The Model for Ozone and Related Tracers, version 2 (MOZART-2) (Horowitz et al., 2003) is a 
state-of-the-art global 3D CTM. The model has been used at a T63LR resolution (~ 1.875o x 1.875o) 
and has a vertical domain of 47 layers which extends upward to around 10 hPa. The chemical 
scheme provides a detailed study of the distribution and budget of tropospheric ozone and its pre-
cursors. MOZART-2 is driven by meteorological fields from the European Centre for Medium 
Range Weather Forecasting (ECMWF), with schemes accounting for dynamical and removal proc-
esses, emissions, as well as boundary layer parameterizations.  

Qualitative comparisons between basic characteristics of ozone precursor distributions produced 
from MOZART-2 (as a 3D CTM) and TROPOS (2D CTM) simulations were used to justify em-
ploying TROPOS to carry out long-term simulations, as TROPOS is capable of reproducing many 
of the broad-scale features simulated by the more-complete MOZART-2 model. Thus, it was possi-
ble to run TROPOS simulations for many perturbations of different magnitudes and natures. The se-
ries of pulse and sustained experiments over 100 year horizons of aircraft O3 and CH4 for a range of 
aviation NOx rates were calculated.  

All TROPOS integrations were run for a 103 years, where the ‘spin-up’ constitutes the first two 
years, beginning at January 2000 from realistic initializations. The sustained aviation simulation, 
with aircraft emissions of 2.8 Tg NO2, was differenced against to the base case (without aircraft). 
The pulse emission experiments, on the other hand, had pulses applied globally for a period of a 
year during the third year of simulation, having aircraft emission rates ranging from 1.0 to 5.0 Tg N. 
A simulation having 2.8 Tg of aviation NO2 (0.85 Tg N) is taken to be the base case for each pulse 
size.  

3 RESULTS AND DISCUSSION 

In all cases, the positive short-term O3, negative long-term CH4 and negative long-term O3 re-
sponses were observed, the different shapes and magnitudes of behaviour reflect the varying natures 
of the individual experiments. 

3.1  TROPOS vs MOZART-2 

The 2D CTM reliability was justified with 3D CTM results. Figure 1 presents the distributions (lati-
tude vs altitude) of O3 and CH4. A good agreement between these two models in terms of absolute 
and aircraft perturbation patterns is observed.  

The largest mixing ratios of O3 occur around the 20 km, where the photolysis of molecular oxy-
gen is more intensive than in the lower parts of the atmosphere. The CH4 distribution follows the 
emission sources, which explains the maximum in number densities observed at mid-to-high lati-
tudes of the Northern Hemisphere (where the higher emission rates occur). This maximum in CH4 is 
compounded by the fact that the removal of CH4 by OH is slower in the mid-to-high latitudes, than 
in the tropics because of the temperature dependence of CH4+OH reaction. 

The aircraft perturbation distributions display well-known patterns. Aviation NOx results in an 
increase in O3 concentration. This response is observed mainly in the air traffic corridors, as O3 is 
rather short-lived, with its lifetime of weeks. The increased concentrations of OH, caused by the O3 
enhancement, act to remove CH4 from the atmosphere (the CH4+OH reaction is the main removal 
path for tropospheric CH4). The CH4 is well-mixed through the globe, due to its long lifetime, 
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which is why its observed decline is distributed globally.  

Figure 1: The distribution (latitude vs altitude) of O3 and CH4 (respectively from left to right) for absolute 
(first row) and aircraft perturbation (second row) values in TROPOS and MOZART-2. 
The pattern of aircraft O3 perturbation is in good agreement between the 2D and 3D simulations, 
despite the fact that O3 production from aviation NOx seems to be more efficient in TROPOS 
(higher maximum values). This can be explained by the 2D model shortcomings – for example, too 
coarse a spatial resolution can result in the transport of NOx into remote environments and hence O3 

production in these NOx-limited environments (Johnson and Derwent, 1996; Derwent et al., 2001).  
The 2D CTM results were also compared with measurements. As most of the experiments in this 

study are designed as a long-term simulations, it is important to know how well TROPOS is able to 
represent the variability of species, especially methane (a well-mixed gas of lifetime = ~ 10.05 
years in TROPOS), over decades. Figure 2 presents the modelled methane volume mixing ratios 
from the two lowest layers for three chosen latitude bands as compared with the observations of 
Dlugokencky at al. (2003) during the period 1983-2007. The values represent the monthly means 
and multiple observation points were included to show the variability within each latitude band. 
There is a good agreement between model and observational shapes, magnitudes and phases of the 
seasonal variations of methane concentrations; also the growth rate with time is well represented. 
While in the Southern Hemisphere the first and second of the model layers are overlapped, in the 
Northern Hemisphere some disparities are noticed. This is mainly due to the surface methane emis-
sions, whose main sources occur in the northern latitudes (emissions are immediately mixed 
through the model surface grid cells, while in reality it takes a finite time to distribute around the 
latitude circle (Hough, 1991)), as well as by the fact that the air is mixed much better at the south-
ern, especially high, latitudes. 

Figure 2: TROPOS vs measurements from Dlugokencky et al. (2003): the temporal variation of methane 
mixing ratio at chosen sites of the world. The dashed red curve is the model surface layer; the solid red curve 
is the model second vertical layer. The sites are: (a) South Pole, Antarctica, 89.98oS; Halley Station, Antarc-
tica, 75.58oS; Syowa Station, Antarctica, 69.00oS, (b) Sand Island, Midway; 28.21oN; Key Biscayne, Florida; 
25.67oN; Tenerife, Canary Islands; 28.30oN; Pacific Ocean; 30.00oN, (c) Pallas-Sammaltunturi, GAW Sta-
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tion, 67.97oN; Barrow, Alaska, 71.32oN; Ny-Alesund, Svalbard, 78.90oN; Alert, Nunavut, 
82.45oNhttp://www.esrl.noaa.gov/gmd/dv/site/PAL.html. 

3.2 Sustained Simulation 

Figure 3 presents the evolution of O3 and CH4 perturbations over 100 years from a  
2.8 Tg NO2 sustained aviation experiment from TROPOS. We can observe the positive O3 and 
negative CH4 responses. The continuous input of aviation NOx emissions keeps the burden of O3 at 
certain level; the long-term O3 is also pronounced and it manifests as a small (~ 1.2 Tg O3 within 
the 90 years) reduction in the positive aviation O3 perturbation. The CH4 response for constant air-
craft emission is the continual decline of its tropospheric mass, until approximately the seventieth 
year of simulation, when CH4 reaches its equilibrium. CH4, as a long-lived gas, needs a few decades 
(the steady reduction of ambient CH4 takes place with a 9.9 year CH4 perturbation lifetime) to reach 
steady-state, while O3 response is ‘instantaneous’.  

Figure 3: The time evolution of perturbations in the global burdens of ozone and methane over the 100 year 
horizon from the 2.8 Tg NO2 sustained aviation experiment. The secondary O3 is observed (a). 

3.3 Pulse Simulations 

Pulses are widely accepted and used to define and understand the mechanisms of complex NOx 
chemistry. They are also utilized in order to assess the NOx impact on climate through the  
GWP approach. 

The year-long pulses are sources of easily visible short-term positive O3, long-term negative CH4 
and long-term negative O3 perturbations (Fig. 4). The temporal scales of its responses are clearly 
shown. After each pulse, the O3 enhancement immediately becomes noticeable, and persists for a 
relatively brief period, (~ 3 years); then, a year after the pulse, the negative peak response of CH4 
takes place – and, finally, at the fifth year after the pulse, the long-term negative O3 peak response 
develops. It takes few decades for both CH4 and long-term O3 to return to their equilibrium values; 
the pulse size plays an important role in the length of their recovery.  
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Figure 4: The time evolution of ozone and methane responses from the aircraft NOx pulse experiments. 
Three different aircraft NOx  rates are presented: (a) 1.0 Tg N, (b) 2.5 Tg N, (c) 5.0 Tg N.  
It is immediately visible how, with increasing rates of emission of aviation NOx, the methane re-
sponse increasingly dominates over the positive O3 perturbation. The proportion of O3 burden to 
CH4 burden decreases with higher NOx: for 1.0 Tg N, the O3 burden constitute 14.5% of the CH4 
perturbation, whilst for 2.5 Tg N and 5.0 Tg N, it falls to 12.7% and 11.1% of the CH4 response, re-
spectively. The integrated burden of CH4 becomes more pronounced than that of O3. The ‘produc-
tion’ of O3 seems to saturate with respect to NOx. 

The positive O3 response weakens with larger aircraft NOx perturbations. This leads to a non-
linear behaviour of aviation O3, which is presented in Figure 5. Previously, mainly linear character-
istics of O3 for a various aircraft emissions were shown (Grewe et al., 1999; IPCC, 1999;  
Köhler et al., 2008). The non-linear response is expected from the chemistry (Lin et al., 1988;  
Berntsen et al., 2005), but it has not been demonstrated so clearly before on a global scale.  
While the capacity of the troposphere to generate O3 from NOx is gradually declining, the non-
linearity of methane burden destruction is much weaker; nevertheless it is also observed.  

Figure 5: The modelled peak of pulse for (a) short-term O3, (b) long-term O3 and (c) CH4 (dots) from a range 
of aircraft NOx emissions rates. The line presents the linear solution. 

4 CONCLUSIONS AND FURTHER WORK 

These results imply that the O3 response due to aircraft emissions, as observed on a global scale, is 
linked to the rate of emission of aircraft NOx – and that the discrepancy between previously pub-
lished NOx GWPs may possibly be linked to the non-linear response of O3 to aircraft NOx emis-
sions, particularly when the variances amongst the various experimental designs are taken into ac-
count. 

These 2D CTM simulations give a unique view of NOx chemistry perturbations, which cannot be 
easily achieved through 3D studies, a which long-term simulations are computationally prohibitive. 
It is important to carry out similar pulse experiments with a 3D CTM to confirm the results and 
trends suggested by this 2D CTM study. 

In the next step of the work, the pulse aircraft perturbation values of O3 and CH4 will be trans-
lated into radiative forcings and consequently the AGWPs and GWPs will be defined for a series of 
aircraft NOx rates and a range of time horizons.  
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