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ABSTRACT 

Accurate climate change projections depend on the ability of climate models to correctly represent 

major modes of climate variability and large-scale teleconnections. However, the evaluation of 

modes of variability is to date largely based on means, climatologies, or spectral properties which 

cannot always reveal whether a climate model correctly simulates the dynamical dependencies 

between different climatological processes or lagged long-distance teleconnections. The goal of 

this Master thesis is to construct causal interdependency networks for the major modes of varia-

bility from models participating in the Coupled Model Intercomparison Project Phase 6 (CMIP6). 

This is done by applying an existing novel algorithm for causal discovery to construct causal net-

works for the major modes of variability from models and reanalysis data and are compared, thus 

going beyond simple descriptive statistics of the model output. In addition, changes in dependency 

structures are analysed for different future scenarios. The Tigramite python package uses time 

series as input data and reconstructs a causal graph. The latter is a special kind of graphical model 

that translates the conditional dependency structures of the selected components at different time 

lags. The input time series data are generated using the NCAR Climate Variability Diagnostics 

Package (CVDP) within the Earth System Model Evaluation Tool (ESMValTool). The 

ESMValTool is a community diagnostics and performance metrics tool for the evaluation of Earth 

System Models (ESMs). For the resulting time series of the major modes of climate variability, a 

graphical model is constructed that encodes the link strength by which climate variability indices 

and certain atmospheric or ocean variables (sea surface temperature, sea level pressure, precipita-

tion) are interconnected to modes of climate variability. The graphical model also provides the 

time lag by which the detected causality is effective. First, the method is used for CMIP6 data to 

reconstruct two climate examples that have previously been applied to reanalyses data. They il-

lustrate teleconnections between surface-air temperatures (TAS) over Eastern and Western Europe, 

in addition to the interplay between sea level pressure (PSL) anomalies over the Western Pacific 

and TAS anomalies over both the Central and Eastern Pacific. Performance of recreating the same 

results as the NCEP-NCAR reanalysis dataset is found to vary from one model to the other. None-

theless, the multi-model mean (averaging 6 CMIP6 models) reproduces all links created by the 

reference dataset with similar time lags. Second, the algorithm is used to analyse the interplay 

between El Niño-Southern Oscillation (ENSO) and four other major modes of climate variability: 

the Pacific Decadal Oscillation (PDO), the Pacific North American pattern (PNA), the Indian 

Ocean Dipole (IOD), and the North Atlantic Oscillation (NAO). The idea is to study the basin-

wide teleconnections involving these modes over the Pacific Ocean, the Indian Ocean, and the 

North Atlantic Ocean. Here, a regime-oriented analysis is applied to show how the basin-wide 
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ENSO connections decay when PDO and ENSO are out of phase. Based on comparison with the 

reference reanalysis dataset, most of the models reproduce the well-established strong connection 

between PDO and PNA, and the negatively correlated PNA─ NAO connection for historical and 

pre-industrial control simulations. Results also show that the causal network changes according to 

different future scenarios. Not only connections are found to weaken but also the overall number 

of connections is found to drop significantly when moving from a moderate radiative forcing sce-

nario to a high radiative forcing scenario. 
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1. INTRODUCTION 

Climate variability is defined by the variations in the mean state of climate or its statistical aspects 

(e.g. standard deviations) on all spatio-temporal scales beyond that of individual weather events 

(Selvaraju, 2007). Generally, climate variability is a result of either natural processes generated 

internally in the climate system or in response to natural external forcing. Climate variability, 

hence, can result from two sources: 

First, internal Climate variability from interactions between different components of the climate 

system such as the processes between land and atmosphere or most importantly those between 

ocean and atmosphere, and second, natural external forcing; for example, volcanoes or the number 

of sunspots and how it changes the amount of solar radiation received by Earth. In addition to 

natural forcers, anthropogenic activities such as the emission of greenhouse gases from burning 

of fossil fuels lead to climate change (IPCC, 2013). Timescales for the modes of climate variability 

originating from internal climate variability vary from seasons, to years, to decades or even to 

millennia. 

Climate models are able to simulate both types of climate variability. In order to test their realism, 

the models are compared to observations or reanalysis data. However, through the various previ-

ous Coupled Model Intercomparison Project (CMIP) phases, comparisons with observations have 

often revealed systematic errors in large multi-model ensembles; errors that have only little or no 

improvement (Stouffer et al., 2017). Examples of these systematic errors are the dry Amazon bias, 

or differences in the magnitude and frequency of the El Niño-Southern Oscillation (ENSO) (Flato 

et al., 2014; Randall et al., 2007). Because of the complexity of the climate system, it is difficult 

to assign a specific cause to a specific systematic error (bias). Modes of natural climate variability 

from interannual to multi-decadal time scales are important as they have large impacts on regional 

and even global climate with attendant socio-economic impacts. These modes are emergent and 

spontaneously occurring phenomena and need not exhibit the same chronological sequence in 

models as in nature. Their statistical properties (e.g., time scale, autocorrelation, spectral charac-

teristics, and spatial patterns) however should be captured by climate models. Despite their im-

portance, systematic evaluation of these modes remains a daunting task given the wide range to 

consider, the length of the data record needed to adequately characterize them, the importance of 

sub-surface oceanic processes and uncertainties in the observational records (Eyring et al., 2019b).   

Evaluation of the major modes of variability is to date largely based on means, climatologies, or 

spectral properties (Deser et al., 2010; Phillips et al., 2014) which cannot always reveal whether a 

climate model correctly simulates the dynamical mechanisms between different climatological 
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processes, for example the interplay between ENSO and the Pacific Decadal Oscillation 

(Steinhaeuser and Tsonis, 2014) or lagged long-distance teleconnections. It is therefore a priority 

to find new approaches for evaluating climate models in an efficient way that reveals linkages 

between geographical regions or time intervals and uncovers the relevant processes. The paradigm 

of causal discovery provides methods to estimate such dynamical dependencies from data time 

series (Fountalis et al., 2015; Runge et al., 2019; Runge et al., 2015; Steinhaeuser and Tsonis, 

2014) and can help to understand whether a model simulates specific phenomena for the right 

reasons.  

The goal of this Master thesis is to construct causal interdependency networks for the major modes 

of variability from models and observations and to compare them, thus going beyond the simple 

descriptive statistics of the model output. To do so, an existing algorithm for advanced methods 

on causal discovery (Runge et al., 2015) is used to analyse models participating in the Coupled 

Model Intercomparison Project Phase 6 (Eyring et al., 2016a). 

The algorithm is called PCMCI, which stands for Peter Clark Momentary Conditional Independ-

ence and which is implemented on the Tigramite python package. Tigramite with its detailed doc-

umentation can be found under: https://jakobrunge.github.io/tigramite/ 

Tigramite “allows to efficiently reconstruct causal graphs from high-dimensional time series da-

tasets and model the obtained causal dependencies for causal mediation and prediction analyses” 

(Runge et al., 2017).  

The Master thesis is structured as follows. Section 2 describes the physical mechanisms why cli-

mate variability and different modes of variability occur. In Section 3, the observation reference 

datasets and the models used in this thesis are presented. Section 4 introduces the different tools 

used for the analysis. Section 5.1 first explains the methodology by reconstructing benchmark 

examples from Runge et al. (2014) before introducing the focus of this thesis: the regime-oriented 

analysis on the selected major modes of climate variability in Section 5.2. A discussion and con-

clusions are presented in Section 6 and 7, respectively.  

 

 

 

https://jakobrunge.github.io/tigramite/
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2.  SCIENTIFIC BASIS: Modes of variability and their de-

pendency structures 
 

2.1. Physical basis for internal climate variability 
 

Climate, describing the long-term trends of weather, is affected by the interactions between the 

atmosphere and the ocean, the land, the biosphere, and the cryosphere. Mass, energy and momen-

tum are exchanged between these Earth system components resulting in regular fluctuations in the 

climate variables (e.g., sea surface temperature (SST) , surface sea level pressure (SLP)) on re-

gional and global scales. Fluctuations in the mean state of climate on all time scales is a natural 

form of climate variability. The modes of climate variability, i.e. oscillations, represent these reg-

ular fluctuations on regional scales (de Viron et al., 2013). Figure 1 by Deser et al. (2010) shows 

the example of slow SST variations that may be brought by random (usually unpredictable) at-

mospheric forcing. The figure presents a stochastic climate model paradigm by illustrating the 

response of the mixed-layer temperature to randomly varying surface heat flux for two different 

ocean depths (shallow at 50 m, and deep at 500 m). It is shown that SST fluctuates on the order of 

a couple of years at the shallow (50 m) layer, compared to the order of decades by which SST 

oscillates at the deep (500 m) layer. When describing his stochastic climate model, Hasselmann 

(1976) divides the Earth System into a rapidly varying “weather” system (mainly the atmosphere) 

and a slowly responding “climate” system (the ocean, cryosphere, land vegetation, etc.). This dis-

crepancy is responsible for climate variability and is manifested through the ocean integration of 

atmospheric noise. The atmosphere is considered as white noise, whereas the ocean, with its much 

higher heat capacity, plays the role of a low-pass filter (especially at midlatitudes). This generally 

generates SST-anomaly feedbacks at the mixed layer with a characteristic feedback time in the 

order of 6 months maximum (Frankignoul and Hasselmann, 1977). For a truly coupled atmos-

phere-ocean mode to happen, atmospheric heat and momentum fluxes have to be induced by oce-

anic SST in order to strengthen it(Anderson and Willebrand, 2013). Studies by Lau and Nath 

(1994) and Graham et al. (1994) suggest that the effects on the atmosphere over midlatitude SST 

is dominated by tropical SST. This is essentially why tropical modes are found to be more coupled 

than midlatitude modes. In their book about the dynamics and predictability of decadal climate 

variability, Anderson and Willebrand (2013) explain that “most higher latitude modes require 

higher latitude SST to affect the atmosphere”; an influence that has been difficult to detect. The 

structure of these modes is generally fixed by the continents and ocean basins.  

javascript:%20void(0)
https://energyeducation.ca/encyclopedia/Pressure
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Oceans provide a large source of thermal inertia to the atmosphere. They translate this thermal 

inertia to the overlying atmosphere mainly through turbulent fluxes of sensible and latent heat at 

the surface. These surface turbulent fluxes depend on SSTs in addition to the various atmospheric 

parameters (e.g., near-surface wind speed, air temperature, relative humidity) (Deser et al., 2003).  

 

Figure 1. Random atmospheric heat flux forcing time series (top) and the upper-ocean mixed-layer tem-
perature response for a mixed-layer depth of 50 m (middle) and 500 m (graph). (Deser et al., 2010) 

An important research question is how modes of climate variability impact (and/or are impacted 

by) one another. The focus for this thesis is on tropical and extra-tropical dependencies of major 

modes of climate variability in the Pacific, the Indian and the North Atlantic Oceans. This is done 

by constructing a causal network from time series of: ENSO, the Indian Ocean Dipole (IOD), the 

Pacific North American (PNA) pattern, the Pacific Decadal Oscillation (PDO) and the North At-

lantic Oscillation (NAO). A table summarizing how the indices of these modes are calculated is 

presented in section 4.1 (Table 2) 

El Niño - Southern Oscillation (ENSO), originating from the tropical Pacific, has significant eco-

logical effects for example on natural habitats and fisheries in this region (Timmermann et al., 

1999). Moreover, it influences the global climate system through a wide network of teleconnection 

patterns, resulting in socio-economic impacts on many countries around the world (Glantz et al., 

1991). ENSO refers to the coupled SST anomalies and SLP fluctuations over the tropical Pacific 

Ocean (Graham et al., 2015). ENSO is the world’s most prominent mode of climate variability. 

This interannual mode is generated through air-ocean interactions over the tropical pacific and 
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alternates between anomalously warm (El Niño) and anomalously cold (La Niña) SSTs. A sche-

matic illustrating the oceanic and weather conditions during normal conditions, El Niño and La 

Niña is shown in Figure 2. During El Niño, the easterly trade winds weaken due to the formation 

of a higher surface air pressure system over the western Pacific compared to the pressure system 

over the tropical east Pacific (Bjerknes, 1969). The weakened trade winds and zonal currents act 

as a barrier to ocean upwelling, resulting in a deeper-than-normal thermocline and higher SSTs 

over the central and eastern tropical parts of the Pacific. The usual precipitation pattern is also 

shifted further to the east than its normal position. In contrast to El Niño conditions, La Niña 

knows stronger-than-normal trade winds in the Tropical Pacific increasing the upwelling rate over 

the equator and along the west coast of South America. The SSTs over eastern Pacific are then 

colder than normal. The main precipitation pattern is shifted further west during la Niña (Yeh et 

al., 2018). 

In addition to ENSO’s basin-wide signal through fast atmospheric Walker circulation (Klein et 

al., 1999), the Indian Ocean (IO) generates its own mode of climate variability; the Indian Ocean 

Dipole (IOD). IOD, identified as a mode of climate variability in 1999, is generated through air-

sea coupling in the tropical IO and denotes SST oscillations creating temperature gradients be-

tween western and eastern IO (Saji et al., 1999). Along the southeast region of the equatorial Indian 

Ocean, positive IOD can be illustrated through negative SST anomalies. On the other hand, west-

ern IO experiences weak positive anomalies. In contrast, IOD can also reversely, during its nega-

tive phase, denote positive SST anomalies in the southeast, coupled with negative anomalies along 

the west (Zheng et al., 2013).  

The PNA exemplifies the quadripole anomaly field of 500 hPa geopotential height (H500) with 

anomalies of similar sign over the region south of Aleutian Islands and the region over south-

eastern United States. The region over the vicinity of Hawaii, and the north-western-North Amer-

ican region (central Canada) know opposite sign anomalies to that of the Aleutian centre. During 

the positive phase of PNA, there are above normal H500 over western U.S. and below normal H500 

over eastern U.S. and vice versa (Leathers et al., 1991; Wallace and Gutzler, 1981).   

The PDO is the dominant decadal variability in the North Pacific. It is responsible for anomalies 

of Northern Hemisphere climate as well as North Pacific ecosystems (Mantua et al., 1997). Its 

temporal evolution is characterized by an interannual and decadal variability with some pro-

nounced shifts, notably the extensively studied 1976/77 transition. Biologists reported dramatic 

changes in the biota over the North Pacific during the late 1970’s regime shift. Ebbesmeyer et al. 

(1991) identified changes in 40 climatic and biological variables with a statistically significant 
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step during that period. PDO is often seen as a long-lived El Niño-like pattern over the North 

Pacific. Like ENSO, it fluctuates from positive and negative phases. The warm (positive) PDO 

phase is when the central North Pacific knows anomalously cool SSTs while SSTs along the Pa-

cific Coast are anomalously warm. When these climate patterns reverse, the PDO is in its negative 

phase; i.e. warm SST anomalies in the interior Pacific and cool SST anomalies along the North 

American coast (Mantua et al., 1997). 

NAO is defined through surface SLP difference between the Azores high and the Iceland low. Its 

positive phase is characterized by below-normal pressure and heights over the extra-tropical North 

Atlantic and above-normal pressure levels over the Central Atlantic and Western Europe. Opposite 

pattern of heights and pressure levels is manifested during the negative NAO phase. Changes in 

precipitation patterns and temperature over eastern North America and western Europe are asso-

ciated with both NAO phases through the modulation of zonal and meridional heat and moisture 

transport patterns (Hurrell, 1995). The NAO reveals significant inter-seasonal and interannual var-

iability, often with prolonged periods of several months for both positive and negative phases. 
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Figure 2. Schematic diagrams showing the weather and ocean conditions associated with normal condi-
tions (top), El Niño (middle), and La Niña (bottom). Figure courtesy of the National Oceanic and Atmos-
pheric Administration (NOAA).  
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2.2. Well-known dependencies between selected modes of variability 
 

Teleconnections between modes of climate variability (Wallace and Gutzler, 1981) are known to 

exist. Several authors have conducted studies on the lagged correlations and possible teleconnec-

tions between different modes of climate variability (Ambaum et al., 2001; Meehl and Teng, 2007; 

Meehl and Van Loon, 1979; Wang et al., 2012; Wyatt et al., 2012).  

It is believed from Luo et al. (2010) that a better prediction and understanding of El Niño can be 

provided through studying the effect of IOD on El Niño. Under specific circumstances, the western 

Pacific surface wind anomalies associated with basin-wide ocean warming or cooling (as a lagged 

response to El Niño or La Niña) might in turn influence the El Niño decay or onset during certain 

seasons (Kug et al., 2005; Kug et al., 2006). In fact, this positive feedback, called Bjerknes feed-

back, can be manifested for example through the equatorial upwelling driven by the cooling in-

duced easterly wind anomalies. The upwelling reinforces in turn the SST cooling (Saji et al., 

1999). This ENSO forced basin-wide signal happens essentially through an adjustment of the at-

mospheric Walker circulation (Klein et al., 1999). Extreme IOD events, generated by air-sea cou-

pling in the tropical IO, can excite large-scale diabatic heating anomalies which consequently alter 

the Walker circulation and development of ENSO over the equatorial region. A fraction of the 

basin-wide warming is found to be generated by the reduced wind speeds that diminish the upward 

latent heat flux and cloud coverage, resulting in more solar radiation reaching the surface (Klein 

et al., 1999). 

Near-surface air temperatures, humidity, winds and cloud distribution change through ENSO-

driven circulation patterns. In fact, the atmosphere plays the role of a bridge connecting the equa-

torial Pacific to the rest of global oceans. This results in variations in surface temperatures, salinity, 

layer depth and ocean currents that are associated with fluxes of freshwater (Deser et al., 2010). 

Despite the fact that the air-ocean interactions that are normally responsible for ENSO are fixed 

over the equatorial regions of the Pacific, changes in the tropical precipitation pattern affect at-

mospheric circulation on a global level. This is mainly due to the excitation of Rossby waves that 

spread towards the extra tropics reaching remote areas and consequently affecting other modes of 

climate variability such as PNA. Having preferred locations, these planetary waves are linked with 

high-pressure systems over the subtropical regions and low-pressure systems over the midlatitude 

regions of the North and South Pacific. Overall, the ENSO response is found to be affected by 

several factors including the wave energy path associated with the structure of wind fields, the 

different origins and sinks of Rossby waves, as well as the fluctuations in storm tracks(Liu and 
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Alexander, 2007; Trenberth et al., 1998). Wang and Picaut (2004) summarized the physics behind 

the mechanisms affecting equatorial Pacific SSTs as follows:  

• Atmospheric bridge (through which decadal variability of mid-latitude-generated winds 

extends to tropics impacting ENSO) 

• Subtropical Rossby waves (decadal variability generated by delayed feedback of oceanic 

Rossby waves that cross the Pacific) 

• Advection of temperature anomalies by the subtropical thermohaline cell 

A number of studies suggested the connection between dominating modes of variability in the 

North Pacific (NP) and the North Atlantic (NA), notably between PNA and NAO. Honda et al. 

(2001) studied this connection using the NCEP reanalysis data between 1973 and 1994 and found 

a negative correlation (-0.7) between the Aleutian low and the Icelandic Low. Then, Song et al. 

(2009) investigated the teleconnection on a daily time scale, concluding that the correlation be-

tween PNA and NAO happens with mainly no time lag and generally within ±10 days range for 

lagged correlations. Other studies, e.g. (Chang, 2004), suggested that correlations between NP and 

NA change on decadal time scale, with respect to Northern Hemisphere winter storm tracks. 

Chang (2004) noticed a considerable positive link between regions of winter activity during the 

1976 to 1998 period, compared to low correlations during the previous period of 1958 to 1972. 

These periods actually coincide with the positive and the preceding negative phases of the other 

main mode of climate variability in the North Pacific; PDO. PDO, the SST anomaly-based mode 

of variability, combined with ENSO, are positively correlated with the PNA. Thus, a link between 

NAO and PDO is to be expected. The combined PDO and ENSO effect on PNA is studied by Yu 

and Zwiers (2007) and was found to vary between periods where PDO/ENSO are in phase and 

where PDO/ENSO are out of phase. Yu and Zwiers (2007) suggested, through using 1,000-year 

long integration of the Canadian Centre for Climate Modelling and Analysis (CCCma) coupled 

climate model, that the in-phase combination of ENSO and PDO ensures the transport of anoma-

lous atmospheric energy from both the Tropical Pacific and the North Pacific towards North 

America. This favors the occurrence of stationary wave anomalies and therefore leads to PNA-

like wave anomaly structures. In contrast, the study shows that anomalies are insignificant when 

the two modes are out-of-phase. In order to study the modulation of the ENSO effects by the PDO, 

a similar regime-oriented analysis is to be followed in this thesis to study the varying causal struc-

ture between the selected modes of variability during periods with in-phase combination of PDO 

and ENSO and other periods of out-of-phase combination of the two modes.  
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3. DATA 

3.1. Climate model simulations 

In this Master thesis, climate model simulations from models participating in the Coupled Model 

Intercomparison Project Phase 6 (Eyring et al., 2016a) are analysed. The thesis makes use of dif-

ferent experiments, in particular the pre-industrial control (piControl) simulation, the historical 

simulation as well as future projections under different scenarios. The piControl simulation is an-

alysed to study dependency structures in the modes of variability in an unforced simulation. A 

pre-industrial coupled atmosphere/ocean control run relies on unchanged pre-industrial condi-

tions, including prearranged atmospheric concentrations or non-changing gas emissions, aerosols 

or their precursors. It also simulates an unperturbed land use (Eyring et al., 2016a). The CMIP 

historical simulations are driven by historical forcings based as much as possible on observations 

over the 1850-2014 period. They include: emissions of short-lived species and long-lived green-

house gases (GHGs), solar forcing,  stratospheric aerosol data, etc … Future climate change pro-

jections are carried out as part of the Scenario Model Intercomparison Project (ScenarioMIP), 

which is the primary CMIP6-Endorsed Model Intercomparison Project (MIP) within CMIP6 that 

provides “multi-model climate projections based on alternative scenarios of future emissions and 

land use changes produced with integrated assessment models” (O'Neill et al., 2016). ScenarioMIP 

proposes a set of climate projections based on shared socioeconomic pathways (SSPs) and the 

Representative Concentration Pathways (RCP). Two of these scenarios are analysed in this thesis: 

the SSP245, a combination of SSP2 and RCP4.5 which presents a scenario of medium forcing (4.5 

W m−2) by the year 2100 and not extreme land use and aerosol pathways. SSP585 scenario, a 

combination of RCP8.5 and SSP5, is a scenario with high greenhouse gas emissions to produce a 

high radiative forcing by the year 2100 (8.5 W m−2).  

The main analysis in this thesis is based on historical simulations and compares the dependency 

structures to those from reanalysis datasets (see Section 3.2). The analysis in this thesis is restricted 

to the CMIP6 models listed in Table 1. Some of the models are also used in the analysis for piCon-

trol and ScenarioMIP simulations. The analysis through this thesis is divided into two experi-

mental sets. Each part uses a different combination of the available CMIP6 models.  
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Table 1. CMIP6 models, their atmosphere and ocean components, and the simulations used in this thesis. 
All the models listed were used in the analysis on the historical simulation. Highlighted are the models used 
in the regime-oriented analysis example (see section 5.2) 

Model name Institute Components Simulation used 

Atmosphere Ocean piControl SSP245 SSP585 

BCC-CSM2-

MR 

BCC BCC-AGCM3-

MR 

MOM4-L40v2 YES YES YES 

BCC-ESM1 BCC BCC-AGCM3-

Chem 

MOM4-L40v2 NO NO NO 

CanESM5 CCCma CanAM5 NEMO & CMOC 

(for biogeochem-

istry) 

YES YES YES 

CESM2 NCAR Community At-

mosphere Model 

(CAM) 

Parallel Ocean 

Program (POP) 

NO NO NO 

MIROC6 MIROC CCSR-NIES CCSR Ocean 

Component 

model (COCO) 

YES YES YES 

MPI-ESM1-2-

HR 

MPI ECHAM6.3 MPIOM1.63 YES YES YES 

MRI-ESM2-0 MRI MRI- AGCM3.5 MRI.COMv4 NO NO NO 

GISS-E2-1-G NASA-

GISS 

ModelE GISS ocean 

model 

NO NO NO 

  

3.2. Reanalysis data for model evaluation 

Running the PCMCI method on time series from reanalyses and analysing the results compared 

to the models presents an assessment of how models perform compared to reality. For this purpose, 

reanalysis datasets are used. These datasets combine measurements with a weather forecast model 

designed to provide an accurate realistic representation of global atmospheric conditions. Monthly 

data from the reanalysis dataset by the National Centre for Atmospheric Prediction (NCEP) and 

the National Centre for Atmospheric Research (NCAR) NCEP–NCAR (Kalnay et al., 1996) is 

used in this thesis. This global dataset runs from 1948 to now with a 6-hourly, daily or monthly 

temporal resolution.  
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4. METHODS  

This section presents the basic set of tools and methods through which the study of dependency 

structures is performed. Sections 4.1 and 4.2 present the tools used for the data extraction and pre-

processing: the NCAR CVDP package that is integrated in the ESMValTool. The PCMCI method 

within the causality detection python package Tigramite is described in Section 4.3. 

      4.1. NCAR Climate Variability Diagnostics Package (CVDP) 

In order to extract the major modes of climate variability in the CMIP model simulations and in 

reanalyses data, the National Centre for Atmospheric Research (NCAR) Climate Variability Di-

agnostics Package (CVDP, Phillips et al. (2014)) is used. The CVDP is an analysis tool for the 

evaluation of the major modes of internal climate variability in climate models. It includes diag-

nostics to extract the Pacific Decadal Oscillation (PDO), Atlantic Multi-decadal Oscillation 

(AMO), El Nino-Southern Oscillation (ENSO), North Atlantic Oscillation (NAO), Pacific North 

and South American (PNA and PSA) patterns and many more (Deser et al., 2004). Its pre-proces-

sor includes regridded data for different climatic variables such as: precipitation (pr), skin temper-

ature (ts), air-surface temperature (tas) and sea-level pressure (psl). This diagnostic package prints 

out time series for the major modes of climate variability that can then be used as input to Ti-

gramite (see Section 4.3). Table 2 provides a description of the calculations of these indices with 

the CVDP. 
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Table 2. Description of Indices used during the regime-oriented analysis as calculated by CVDP. 

Index Description Area Reference 

Niño3.4 ENSO index that accounts for area-averaged SST 

anomalies (in °C) 

5°S-5°N, 

120°W-170°W 

Trenberth 

(1997) 

IOD  also referred to as Dipole Mode Index (DMI), it 

denotes the SST anomaly difference between the 

western equatorial Indian Ocean and south-east-

ern equatorial Indian Ocean  

(10°S-10°N, 

50°E-70°E) and 

(10°S-0°N, 

90°E-110°E) 

Saji and 

Yamagata 

(2003). 

PNA obtained through forming seasonal or annual PSL 

averages and applying the cosine of latitude 

weighting. The PNA accounts for the 1st EOF 

computed over the respective area. 

20°-85°N, 

120°E-120°W 

Wallace and 

Gutzler 

(1981) 

PDO obtained as the leading principal component (PC) 

of North Pacific area-weighted SST* anomalies 

(SST* here means that the global mean SST 

anomaly has been removed at each timestep). Pat-

tern is then created by regressing SST anomalies 

onto the normalized PC timeseries at each grid 

box. 

20°N-70°N, 

110°E-100°W 

Deser et al. 

(2010) 

NAO constructed through seasonal (annual) PSL aver-

ages, to which the square root of the cosine of lat-

itude weighting is applied. The leading EOF and 

associated principal component (PC) timeseries 

are then calculated over the North Atlantic region. 

Pattern is finally created by regressing global PSL 

anomalies (in hPa) onto the normalized PC 

timeseries. 

20°N-80°N, 

90°W-40°E 

Hurrell and 

Deser 

(2009) 

 

As some of the time series of the indices contain a trend, a detrending is necessary before the 

causality detection algorithm is applied. The trends in the various indices are generally a mixture 

of forced and internal components. Hence, one should note that when detrending, at least a portion 

of the internal forcing component is removed.  
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4.2. ESMValTool 

The NCAR CVDP is integrated in the Earth System Model Evaluation Tool (ESMValTool) which 

is a software package that can be used to evaluate Earth System Models (ESMs). Its diagnostic 

and performance metrics build the framework for a routine comparison of single models (against 

the models’ pre-existing versions or against observational datasets) or multiple models from MIPs 

such as CMIP (Meehl et al., 2000). The first aim of the tool has been to tackle a series of systematic 

biases existing for ESMs (Eyring et al., 2016b). The ESMValTool is designed by a community of 

developers in such a way that it facilitates the exchange of source code, diagnostic features, and 

CMIP evaluation results. It is considered as a powerful tool for the improvement of ESMs. The 

main routines of the ESMValTool are presently written in Python. The diagnostics and plotting 

functions are based on the NCAR Command Language (NCL), Python or R. Figure 3, shows the 

structure of the tool, from pre-processing the input data to diagnostics before finally reaching the 

desired output format (Eyring et al., 2016b). This work is done using the most recent release, 

ESMValTool v2.0 (Eyring et al., 2019a; Righi et al., 2019). 
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Figure 3. Schematic of the two-step approach during the causality analysis. Part a: the process followed 
to produce the time series for variables and indices using the CVDP implemented inside the ESMValTool. 
Part b:  Causality analysis using PCMCI, taking as input the time series produced in part a. 

 

4.3. Tigramite for Causality detection: PCMCI 

Tigramite is a python package designed for the causal analysis of time series by Runge et al. 

(2017). Its main feature is that it allows a graphical causal reconstruction from input time series 

datasets. These high dimensional time series are analysed with high detection power for depend-

ency structures so that they can be studied for causal analyses. The main method which is used 

within Tigramite is called PCMCI (Peter Clark Momentary Conditional Independence) which was 

proven, through analytical experimental results and wide-ranging numerical tests, to outperform 
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the other approaches when dealing with interdependent time series with high dimensions (Runge 

et al., 2017). 

The approach is built in the context of conditional independence adapted to a high interdependency 

framework. PCMCI involves two stages: PC and MCI (Runge et al., 2017). 

(1) The first stage is applying the PC1 (Figure.4 a) Markov set discovery algorithm which is 

based on the PC algorithm (named after its inventors, Peter Spirtes and Clark Glymour). 

This algorithm performs a condition selection in order to recognize and detect relevant 

conditions for every variable contained within the time series (Runge et al., 2017). This 

stage serves to eliminate irrelevant conditions for all variables by applying independence 

tests through successive iterations. In its first iteration, after initializing the parent nodes, 

the algorithm removes the variables that are uncorrelated first. During the second iteration, 

the algorithm eliminates those variables which showed high association during the first 

iteration but were revealed, during the second iteration, to be conditionally independent 

from the driver of the parent node. The algorithm then continues by applying the independ-

ence test iteratively, eliminating every variable which happens to be independent condi-

tionally to the two strongest drivers. This is how PC1 systematically narrows the list of 

potential conditions to only few relevant ones. However, this adaptive method at this stage 

also comprises some false positives. The issue is then tackled during the second stage of 

the method. 

(2) The momentary conditional independence (MCI) test uses the few low dimensional con-

ditions from the earlier stage to establish conditional independence (Figure.4 b). At this 

stage, indirect and common links are identified. While the earlier conditions are enough to 

conclude the conditional independence, additional conditions on the parents regarding au-

tocorrelation are the key to the proper false positive control.  

A full description of the methods with their respective algorithms is presented in Runge et al. 

(2017). 

To perform the desired regime-oriented analysis, mask type “y” is used. Hence, the independent 

tests carried out during the different iterations of the PCMCI consider variables only during the 

non-masked period. However, the parents that drive these variables (other variables or the same 

one at different past time steps) can come also from the masked period.  
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Figure.4 Schematic of the causal discovery method PCMCI. a) The PC1 condition selection algorithm for 
the variables X1 (top) and X3 (bottom): by iteratively removing the conditionally independent variables, the 
PC1 algorithm converges to a small set of relevant conditions (dark red/blue) with the potential presence 
of some false positives (boxes with asterisk). b) The obtained low-dimensional conditions are then used 

during the MCI. The conditions, ℘̂(𝑋𝑡
3) (parents of 𝑋𝑡

3, blue boxes) are sufficient to establish conditional 

independence for testing 𝑋𝑡−2
1 → 𝑋𝑡

3. The remaining conditions ℘̂(𝑋𝑡−2
1 ) (red boxes) are used to estimate 

the strength of the causal effect. Figure courtesy of Runge et al. (2017). 

 

5.  RESULTS 
This section explains, first in section 5.1, the methodology to be followed by reconstructing an 

example set from the study by Runge et al. (2014) on teleconnections between surface-air temper-

atures (TAS) over Eastern and Western Europe, in addition to the interplay between sea level 

pressure anomalies over the Western Pacific and air-sea surface temperature anomalies over both 

the Central and Eastern Pacific. Section 5.2 presents the regime-oriented causal discovery for the 

interplay between five major modes of climate variability. 

      5.1. Reconstruction of climate examples 

To test and explain the main procedure adopted for the analysis, CMIP6 models are evaluated with 

respect to their ability in reproducing two of the results from Runge et al. (2014) where the authors 

present the two-step procedure to interpret lagged correlations and regressions (in the presence of 

autocorrelation) for climatic cases. The first example illustrates the teleconnection between sur-

face air temperature (TAS) anomaly indices between one region over western Europe (WEUR) at 

45°–55°N, 0°– 10°E and a region over eastern Europe (EEUR) at 45°–55°, 40°E– 50°E. WEUR 

and EEUR are the indices representing the monthly surface temperature anomalies averaged over 

their corresponding regions. In the other example, the connection between surface temperature 

and pressure anomalies between three regions are studied. WPAC is the index for the monthly 

averaged surface sea level pressure (SLP) anomaly over the western Pacific region at 5°S–5°N, 
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150E°– 130°E. CPAC and EPAC are the indices for the TAS anomalies over the central Pacific 

region at 5°S–5°N, 120W°– 150°W and the eastern Pacific region at 5°S–5°N, 80W°– 100°W, 

respectively. The reference time series for the indices of both examples are taken from the NCEP–

NCAR reanalysis dataset (Kalnay et al., 1996) with a time coverage of 780 months from 1948–

2012. In addition to the observational reanalysis dataset (NCEP), the PCMCI is performed for five 

CMIP6 models and their multi-model mean: BCC-ESM1, BCC-CSM2-MR, MRI-ESM2-0, 

CanESM5, MIROC6. The regional averages are produced using the ESMValTool’s pre-processor. 

For these examples, the algorithm is set to a maximum time lag τmax = 8 months and a significance 

level α=0.01.  

Figure 5 is produced by the Tigramite python package and shows the process graph representing 

the lagged dependency for the simple European example, using the observational reanalysis da-

taset NCEP. The resulting teleconnection between WEUR and EEUR agrees with the lagged cross 

correlation results from Runge et al. (2014). The 1-month weak lagged correlation also matches 

the characteristic time scale for turbulent heat transfer between two distant regions represented by 

two points separated by a distance L:     𝑡∗ = 𝐿2

4𝐾⁄               with 𝐿 ≈ 3 ∗ 106 𝑚 and 𝐾 ≈

106𝑚2𝑠−1. This results in 𝑡∗ = 2,25 ∗ 106𝑠 = 26 𝑑𝑎𝑦𝑠 which is approximately 1 month (Runge 

et al., 2014; Stone and Yao, 1987). The estimation falls in agreement with the atmospheric plane-

tary Rossby waves responsible for the heat exchange between western and eastern Europe on the 

macro-turbulent synoptic-scale. The waves are found to act on a monthly time scale with a notice-

able seasonality characteristic (Palmén and Newton, 1969). 

 

Figure 5. Process graph aggregating information of causal effect of surface air temperature (TAS) anom-
alies between WEUR and EEUR. Node colour, representing the auto-MCI value, denotes the maximum 
absolute auto-dependency. The link colour represents cross-MCI value, and link label the time lag (in 
months). This result is produced using Tigramite for the reference dataset NCEP. 
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The cross-MCI value exemplifies the lagged cross-dependency between the two constructed indi-

ces; i.e. link strength. Whereas the auto-MCI represents the auto-dependency for each variable. 

The PCMCI is then applied for the selected CMIP6 models in addition to their multi-model mean.  

To compare model output with that of the observational NCEP reference dataset, Figure 6 sum-

marizes the links found by applying the PCMCI using the different datasets. This comparison is a 

way to evaluate the ability of climate models in terms of reproducing teleconnections between 

different climate indices. The CanESM5 model produces a teleconnection from TAS WEUR to 

TAS EEUR with 1-month time lag similar to that of the reference dataset. The BCC-CSM2-MR 

model, on the other hand, produces a link from TAS EEUR to TAS WEUR. The multi-model 

mean, averaging the results from the five CMIP6 models used, finds in addition the main telecon-

nection at 1-month time lag, a slightly weaker link with a 5-month time lag in the same direction. 

Moreover, the multi-model mean also generates opposite direction (TAS EEUR → TAS WEUR) 

positive links with 7 and 3-month time lags.    

 

Figure 6. Summary of link strengths (cross-MCI values) according the dataset used. The colour of the 
boxes denotes the cross-MCI value of the link. The labels on the boxes refer to the time lag for which the 
teleconnection is found to be effective. MIROC6 and MRI-ESM2-0 do not produce any links at alpha=0.01.  

In the next example, also from Runge et al. (2014), the dependency structure between WPAC, 

CPAC and EPAC is studied using the PCMCI through Tigramite. Figure 7 shows the process 

graph representing the EPAC →CPAC→WPAC→EPAC loop using the NCEP dataset and the 

Multi-model mean (average of the 5 CMIP6 models). The basic mechanism behind these telecon-

nections is the tropical convective transport driven by the Walker circulation (Hosking et al., 

2012). The associated Walker circulation is mostly determined by heating on the western verges 

of the equatorial oceans. During normal and La Niña phases, ENSO is mainly driven by the strong 
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supply of moisture in the lower troposphere over the western Pacific. This introduction of signif-

icant moisture is associated with the ENSO-induced pronounced sensible and latent heats (Runge 

et al., 2014). The EPAC→CPAC→WPAC circulation favours upwelling over the eastern Pacific 

Ocean and downwelling over western Pacific. As oceanic temperatures decrease with depth, an 

increase in SLP over the western Pacific (WPAC) accompanied with a decrease in TAS would 

result in an increase in sea and air temperature TAS over the central and eastern regions of the 

Pacific (CPAC and EPAC). Figure 8 shows a detailed summary of the links between the three 

variables. All models reproduce the contemporaneous cross correlation between EPAC and CPAC 

(found by the reference dataset NCEP with a cross-MCI of 0.34), with varying cross-MCI values 

(link strengths) between 0.23 and 0.38. All models also reproduce the 1 month lagged EPAC → 

CPAC link with a significantly higher positive cross-MCI compared to the NCEP reanalysis data. 

Interestingly, all models produce positively lagged cross-correlations CPAC → WPAC which is 

not produced by NCEP at α=0.01 but found by Runge et al. (2014) where α=0.05 was used. The 

CanESM5, MIROC6 and MRI-ESM2-0 models agree with the reference dataset in constructing 

similar-strength WPAC → EPAC links, with varying time lags 0 < τ ≤ 3 months. Negatively 

lagged WPAC → CPAC connections are produced by all models. 

 

Figure 7. Process graph aggregating information of causal effect of surface air temperature (TAS) and 
surface pressure (PSL) anomalies over EPAC, CPAC and WPAC. Node colour denotes auto-MCI value, 
link colour cross-MCI value, and link label the time lag (in months). When a link has more than one time-
lag label, the link colour denotes the link with the highest absolute cross-MCI value; time lags are sorted 
according to their |cross-MCI|. Undirected non-curved links denote contemporaneous connections happen-
ing at a time lag τ < 1 month. This result is produced using Tigramite for the reference dataset NCEP (left) 
and the Multi-model mean of the 5 CMIP6 models (right). 
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Figure 8. Summary of the links produced according the dataset used. A 0-month time lag denotes a con-
temporaneous undirected link between the variables happening at a time lag shorter than 1 month. These 
links are shown twice in the figure. NCEP is the only dataset to not produce a positive lagged 
CPAC→WPAC connection (at alpha=0.01).  

 

5.2. Regime-oriented causal discovery 
Dependency structures between teleconnections could change depending on the actual state of the 

climate. Hence, understanding the mechanisms that drive the causal dependencies in the Earth 

System during specific events or well-defined periods is of high significance. Therefore, in this 

section PCMCI is used to study regime-oriented dependency structures of modes of climate vari-

ability. The time series are again extracted using the CVDP implemented within the ESMValTool 

for the indices from monthly mean data, here: Nino34, IOD, PDO, NAO and PNA indices (see 

definition in Table 2). 

Like in the previous section, a causality analysis is conducted using the PCMCI method, this time 

with the five detrended time series of climate variability indices as variables. The NCEP dataset 

is used as reference for the period between start 1948 and end of 2014 (804 months). The following 

six CMIP6 climate models are used in the same analysis of historical data and their results are 

compared to the reference reanalysis dataset: MIROC6, MPI-ESM1-2-HR, BCC-CSM2-MR, 

CanESM5, CESM2 and GISS-E2-1-G. The free parameter of the algorithm, the maximum time 

lag, τmax is considered to be 9 months. This choice of τmax is done after investigating the lagged 

dependencies plot (for the NCEP reanalysis), showing the matrix of time lagged (auto)correlations 
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(see Figure 9). It could be assumed that all dependencies decay after a maximum period of 9 

months. The significance level was set to α=0.01 in this example. 

 

Figure 9. Matrix of lag functions between the five indices: NAO, PNA, PDO, IOD and Nino34 (conditional 
on the past of all-time series up to τmax = 9 months). This result is produced using Tigramite 

The regime-oriented approach aims to construct a dependency structure linking the five modes of 

climate variability during specific regimes or periods. For this purpose, the masking feature within 

Tigramite is used in order to mask first, all time steps where PDO and ENSO out of phase, and 

then apply opposite masking for the reversed phase analysis. Figure 10 shows the time series for 

the indices during time period of PDO and ENSO in phase (black) and out of phase (grey) using 

the NCEP dataset. Results of both masking conditions are compared to analyse how the regime 

change affects the dependency structures between the different modes. 
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Figure 10. Time series for NAO, PNA, PDO, IOD and Nino34 indices, computed by CVDP using the NCEP 
reanalysis dataset for the 1948-2014 period (804 months). Grey shaded area is the masked period of the 
time series when PDO and ENSO are out of phase. Figure produced by Tigramite.  

Figure 11 shows the process graph summarizing the most significant causal pathways between the 

different modes for three cases: when no mask is applied (the complete time series is taken into 

account), when PDO and ENSO are in phase (during PDO+/El Niño and PDO-/La Niña), and 

when PDO and ENSO are out of phase (during PDO+/La Niña and PDO-/El Niño). The change 

in the causal structure between the two regimes agrees with literature by Yu and Zwiers (2007) 

and Wang et al. (2014) who suggest that the ENSO induced effects (e.g. in the North Pacific and/or 

Indian Ocean) cancel out when PDO and ENSO are not in the same phase. Nino34─IOD, and 

Nino34─PDO links are therefore only present for the PDO/ENSO in-phase combination (see Fig-

ure 11).  
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Figure 11. Process graphs aggregating the causal effect between the five indices (modes) for the un-
masked whole time series (top), the in-phase combination of PDO and Nino34 (bottom left) and the out-of-
phase combination of PDO and Nino34 (bottom right). Graphs are produced by Tigramite for the 1948-
2014 period using the NCEP reanalysis dataset. 

This “regime-oriented” analysis, as the name suggests, helps understanding the mechanisms that 

drive the causal dependencies in the Earth System during “specific periods/events”. Some causal 

links are magnified, weakened, or even (dis)appear when switching from a regime to another. 

These changes can therefore not be tracked if the independence tests carried during the PCMCI 

are not restricted to any time period (see top of Figure 11).  

As shown in Figure 12, for the unmasked whole time series of the historical simulations (1948-

2014), all 6 CMIP6 models reproduce the strong PNA─PDO link and the negatively cross-corre-

lated NAO─PNA link (except MIROC6 for the latter). However, Nino34─IOD connections are 

only reproduced by MIROC6 and CESM2 models. The positive Nino34─PDO connection is re-

produced by 4 of the 6 models. A slightly negative PDO─NAO connection (not found using 

NCEP) is produced by all models (except MIROC6). The interplay between the two modes is yet 

suggested by studies where NCEP-NCAR data were used to study storm track correlations be-

tween the NP and NA (Chang, 2004) and the relationship between NAO and early warm season 

temperatures in the Southwestern United States in an interplay with PDO, AMO and ENSO 

(Myoung et al., 2015). Figure 13 presents a summary plot for the auto-MCI values for the same 

run (no regime selection). Auto-MCI values of the variables are mostly consistent for all datasets. 
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The process graph, through the node colour, accounts only for maximum absolute auto-MCI val-

ues. Negative auto-MCI values can be well spotted through the time series graph produced by 

Tigramite (see Appendix 2.), while the process graph plots like in Figure 11 only show the maxi-

mum auto-MCI value. Although the process graph efficiently represents the causal effects between 

the variables, the time series graph is a better output for understanding the spatio-temporal frame-

work of the dependency structure through the displayed causal pathways.    

 

Figure 12. Summary plot for the links produced during a non-filtered (no mask applied) PCMCI run of 
historical data (1948-2014) using NCEP and different CMIP6 models, numbers denote the time lag. Notice 
that contemporaneous undirected links (lag=0) are displayed twice.  

 

Figure 13. Summary of Auto-MCI values for the same run (as Figure 12) depending on the dataset used. 
Box color denotes the variable, box label denotes the lag of the auto-correlation.  
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It is worthwhile to look at how the models perform during the regime-oriented analysis. For this 

purpose, a result comparison can be made from Figure 14. The difference in the number of links 

found is clear. The results from when PDO/ENSO are in the same phase are similar to those from 

the entire period regarding the well-established connections: PNA─PDO, NAO─PNA, 

PDO─NAO, Nino34─IOD. The similarity is mainly because PDO, with its ENSO-like pattern, is 

most of the time in the same phase as ENSO (Figure 10; black lines) compared to when they are 

in opposite phases (Figure 10; grey lines). In contrast, the out-of-phase combination shows how 

Nino34 connections decay during this regime. Only CanESM5 model finds an insignificant nega-

tive Nino34─NAO cross-correlation. This is expected as literature (Wang et al. (2014);Yu and 

Zwiers (2007)) suggest that the basin-wide ENSO teleconnections weaken as the modulation ef-

fect by the PDO cancels out when the two modes are in opposite phases (i.e. during PDO+/La 

Nina and/or PDO-/El Nino). As the small portion of ENSO induced PNA variability cancels out 

during the out-of-phase regime, the PNA─PDO connection becomes significantly important. 

NCEP and most of the models produce higher PNA─PDO cross-MCI values when PDO and 

ENSO are not in the same phase. The negative NAO─PNA connection is also found to be slightly 

stronger during the out-of-phase regime.  

 

Figure 14. The same as Figure 12 but for different regimes. To the left are the links found during the 
PDO/ENSO in-phase regime. The plot on the right contains links produced for the PDO/ENSO out-of-phase 
regime. 

An important question is how the regime-oriented dependency structures change if an unforced 

simulation is analysed and how they change in the future. Therefore, in addition to the historical 

simulations, the piControl and future scenario simulations are analysed. The performed piControl 

simulation is an unforced simulation using unchanged pre-industrial conditions of 1850 for 153 

years (imitation of 1948-2100 period with pre-industrial conditions). Comparing this to historical 



32 
 

simulations can be used to determine the forced response. The future scenarios, SSP245 and 

SSP585, are simulations according to different emission pathways and are used for the 2014-2100 

period. A summary of the links for the PDO/ENSO in-phase regime found in 4 CMIP6 models for 

the piControl simulations is shown in Figure 15, and for the SSP245 and SSP585 future scenario 

simulations in Figure 16. MIROC6, MPI-ESM1-2-HR, BCC-CSM2-MR and CanESM5 are the 4 

CMIP6 models used in these simulations. The respective results for the out-of-phase regime are 

shown in Appendix Figure 5.  

The strong connections are well found for the 4 models (with MIROC6 missing again the 

NAO─PNA negative cross-correlation). The other strong PDO─PNA connection is interestingly 

not produced by BCC-CSM2-MR nor CanESM5 for the SSP585 scenario (found for all other 

simulations). MIROC6 is found to produce slight negative IOD connections only during the 

SSP245 simulation. Noteworthy, is the fact that MPI-ESM1-2-HR and BCC-CSM2-MR find no 

Nino34─PDO connection for the SSP245 scenario, while this connection is found by these models 

for all other simulations. 

      

  

Figure 15. Summary plot for the links produced during a PCMCI run for a piControl run simulating the 
1948-2100 (153 years) period for the PDO/ENSO in-phase regime, numbers denote the time lag. Notice 
that contemporaneous undirected links (lag=0) are displayed twice. Results for 4 CMIP6 models.  
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Figure 16. The same as Figure 15 but for SSP245 (left) and SSP585 (right) simulating the 2014-2100 (87 
years) period. 

In order to separate the forced response from the natural variability, a comparison between the 

historical and piControl simulations is valuable. This allows to track how the dependency struc-

tures for CMIP6 models change between historical simulations (based as far as possible on obser-

vations) and piControl simulations (based on pre-industrial conditions). Ideally, this method helps 

drawing conclusions on how the forced component of climate variability affects the causal net-

work between the different modes. Figure 17 is a comparison of the summary of links found during 

a historical simulation (left) and piControl simulation (right) using unmasked data. It is found that 

more connections are detected during the piControl simulation. While the strong well-established 

connections are consistent through both simulations, the models produce additional low |cross-

MCI| links when simulating pre-industrial conditions. 
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Figure 17. Summary plots for the links produced during a PCMCI run for historical simulation (left) and 
153-year piControl simulation (right). Both results were produced using unmasked data.  

The reason why the piControl produces much more links than the future scenario simulations 

(Figure 15 vs Figure 16) may be due do the length of the time series. It produces more links than 

all other simulations including the historical simulations (Figure 17). In fact, longer time series 

are important to reveal hidden weak teleconnections that might not be found when using short-

length time series. A similar piControl simulation as in Figure 17 but for a shorter 67-year time 

series (imitating the time length of historical and reanalysis data 1948-2014) was found to produce 

a significantly lower number of connections compared to the 153-year simulation. A summary 

plot for this 67-year piControl simulation compared to the 153-year simulation is presented in 

Appendix Figure 6.  

It was already suggested that ENSO teleconnections, for instance, will change due to the warmer 

climate (Meehl and Teng, 2007) and/or due to the increased anthropogenic forcing that affects the 

atmospheric circulation (Yeh et al., 2018). Still, it is difficult based on only the results presented 

in this thesis, to associate the changes in Nino34 connections to anthropogenic forcing. 
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6. DISCUSSION 
Reconstruction of benchmark examples from Runge et al. (2014) provided an assessment of 5 

CMIP6 models in terms of the ability of the models to reproduce  the EPAC → CPAC → WPAC 

→ EPAC feedback loop. BCC models (BCC-ESM1 and BCC-CSM2-MR) are found to not pro-

duce any WPAC─EPAC link. On average, based on the multi-model mean, the 5 models repro-

duce the feedback loop. However, they also produce additional links that are not detected in the 

reanalysis data. Reanalysis data incorporate observations dataset and are used as a reference for 

comparison because they provide the most accurate picture of the real world. The PNA─PDO is 

an example of well-established connections; both originating from the North Pacific, the modes 

co-vary with strong correlation. The PDO’s local and remote effects are closely associated to at-

mospheric Aleutian low (AL) variability (Zhang et al., 2018). AL is a part of the quadrupole pat-

tern for the SLP anomaly differences that define PNA; hence, the strong connection to PDO. The 

positive correlation could also be explained in the presence of ENSO. The warm phase of ENSO 

(El Niño) is known to excite the PNA, extending across the North Pacific and reaching North 

America with AL as a centre of action (Horel and Wallace, 1981). A positive PDO phase is then 

driven by the strengthened AL through surface heat fluxes and wind-driven mixing (Alexander et 

al., 2002). 

A key scientific issue to discuss is the ability of climate models to simulate causal pathways be-

tween different modes of climate variability. This has been proven to be true (at least for historical 

simulations) for most of the well-established connections including: the highly positively corre-

lated PNA─PDO connection, the negative NAO─PNA and PDO─NAO connections, and the 

Nino34─IOD teleconnection. The models were able to reproduce the links with relatively similar 

link strengths (cross-MCI values) and time lags as the reference dataset (NCEP). On the other 

hand, some connections are found only when using model data, and still physical explanation can 

be found in various literature. However, it is unclear if the found connections are actually produced 

because the models generate the right mechanisms for these teleconnections to happen. For in-

stance, the Nino34 → PNA link is only produced by three models with different time lags (0 ≤ τ 

≤ 7 months). A similar connection is in fact, proposed by several authors (Yu and Zwiers (2007); 

Kwon et al. (2013); Yeh et al. (2018)), but conclusion cannot be made on whether the connection 

is simulated for the right reasons or not. Different ensemble members could be analysed (possibly 

in future work) in order to investigate the potential changes in the causal structures. This would 

provide an additional evaluation criterion to find out whether the teleconnection mechanisms of 

the models persist from an ensemble member to another.  
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It should be mentioned that time series have been de-trended for all variables after their computa-

tion by CVDP and before using them as input for the PCMCI. The trends in the various indices 

are generally a mixture of forced and internal variability. Thus, de-trending is expected to remove 

at least part of the internal variability component. To overcome this issue in the future, de-trending 

is to be performed with respect to piControl simulations; this allows to separate the forced response 

from the natural variability. 

The role of the filter is of considerable significance for the regime-oriented analysis presented in 

this paper. The filter, or the masking condition, permits the analysis of causal structures during 

specific events/periods. Similar analysis can be carried out for different masking conditions (e.g. 

Winter vs Summer months); these kinds of phase-targeted studies allow a better understanding of 

the hidden mechanisms or teleconnections that may not appear when studying year-long time se-

ries. As it can be seen from Figures 12 and 14, the results from the unfiltered data englobe roughly 

the sum of links present in both regimes. Yet, the same data analysed for different lengths of time 

series produce different causal networks (not shown). The use of datasets spanning a longer time 

range is crucial to overcome this issue.  This is to say that the length of the timeseries is important 

for the PCMCI; the longer the time series, the less chance of missing out possible significant links. 

Therefore, a longer time series was used for piControl (153 years) and the future scenarios (87 

years). In addition to the longer time series, the unforced simulation of pre-industrial emission 

levels provides more periodic time series with less abrupt fluctuations. It is assumed that these two 

factors explain the large set of links found using the piControl simulation. The future scenario 

results (SSP245 and SSP585) from the PDO/ENSO out-of-phase regime look different to those 

from the in-phase regime, with only the connection between the major North Pacific modes 

(PDO─PNA) being present for both phases and through most of the datasets. A noteworthy ex-

ception to this conclusion is implied in the fact that two models do not always produce the con-

nection when simulated through SSP585. This marks the change induced by a different emis-

sion/radiative forcing simulation (SSP585 vs SSP245), where some models predict a weakening 

of PDO─PNA connections under strong radiative forcing. In general, the future scenarios are able 

to recapture the strong causal links found during the historical simulation but it is difficult to draw 

conclusions from the present results on how different emission pathways change the dependency 

networks. In addition to the CMIP6 simulations used in this thesis, an analysis of the 4xCO2 sim-

ulations compared to pre-Industrial era might be helpful. Moreover, different new SSP scenarios 

are introduced for the latest CMIP phase. They simulate different combinations of shared socio-

economic pathways (SSPs) and Representative Concentration Pathways (RCPs, (O'Neill et al., 
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2016)). It is yet to prove how this regime-oriented analysis for future scenarios can improve 

(multi)decadal forecasts when associated with modes of (multi)decadal variability (e.g. PDO, At-

lantic Multi-decadal Oscillation (AMO), etc…).   

7.  CONCLUSIONS 
The dynamical processes for the ocean-atmosphere interactions change from one model to another, 

resulting in different teleconnection patterns. Therefore, the model comparison with respect to a 

well-established reference observational dataset is, nowadays, a noteworthy assessment method 

of the extent to which climate models truly simulate the wide-ocean basin and atmospheric long 

lagged teleconnections within the global Earth System. This thesis summarized the results where 

CMIP6 models were evaluated for their ability to reproduce dependency structures between 5 

major modes of climate variability: NAO, PNA, PDO, ENSO and IOD. 5 out of 6 models were 

able to simulate the decay of ENSO dependencies when the mode is in the opposite phase as PDO. 

The strong connections PNA─PDO and NAO-PNA were not only found to persist through all 

historical model simulations, but were also produced in a pre-industrial control and future scenario 

simulations. This is true with the exception that the connection between PDO and PNA is weak-

ened or not found for the SSP585 scenario for two models. The presented approach is believed to 

provide new incentives in terms of improving decadal predictions. High-dimensional causal net-

works are constructed for a better visualization of the causal process linking a variable to another. 

This visualization (through causal graphs) allows easy interpretation of causal strength and time 

lags after which the connection is found to be effective. The introduced regime-oriented analysis 

revealed hidden changes in the dependency structure between the modes of climate variability, 

changes that cannot be noticed when analysing the whole time series. When applied to future 

simulations, the regime-oriented analysis using PCMCI can determine how the causal networks 

may change in the future, providing room for the improvement of interannual and/or decadal pre-

dictions and the possible assessment of socio-economic impacts on various remote areas. Exam-

ining changes in dependency structures in the major modes of variability in future scenarios and 

further separating the forced response from internal climate variability is of high relevance for 

climate projections. The analysis of these changes can help to understand the anthropogenic im-

pact on the widely spread teleconnections in our Earth System.  
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9. APPENDIX 

 

Appendix 1. Process graphs for models and reference dataset. No filter applied. Plots produced by Ti-
gramite 
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Appendix 2. Time series graph is better for the understanding of the spatio-temporal framework of the 
dependency structure through the displayed causal pathways. Negative auto-correlations can be seen here 
(as blue arrows) connecting different time steps of the same variable. Here, time series graph are for the 
historical non-filter data. Plots produced by Tigramite.  
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Appendix 3. Summary of auto-MCI values for the different indices are mainly consistent through NCEP 
and model data. Results from historical data (1948-2014) 
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Appendix 4. Link summary plots for the unfiltered data using three simulations: piControl (top), SSP245 
(middle), SSP585(bottom) 
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Appendix 5. Link summary plots for the out-of-phase regime using three simulations: piControl (top), 
SSP245 (middle), SSP585(bottom) 
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Appendix 6. Link Summary plots for 67-year (left) and 153-year (right) piControl simulations using un-
masked data. 
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